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Abstract
The world could witness another pandemic on the scale of COVID-19 in the future, prompting calls for research into how social and 
behavioral science can better contribute to pandemic response, especially regarding public engagement and communication. Here, 
we conduct a cost-effectiveness analysis of a familiar tool from social and behavioral science that could potentially increase the 
impact of public communication: survey experiments. Specifically, we analyze whether a public health campaign that pays for a 
survey experiment to pretest and choose between different messages for its public outreach has greater impact in expectation than 
an otherwise-identical campaign that does not. The main results of our analysis are 3-fold. First, we show that the benefit of such 
pretesting depends heavily on the values of several key parameters. Second, via simulations and an evidence review, we find that a 
campaign that allocates some of its budget to pretesting could plausibly increase its expected impact; that is, we estimate that 
pretesting is cost-effective. Third, we find pretesting has potentially powerful returns to scale; for well-resourced campaigns, we 
estimate pretesting is robustly cost-effective, a finding that emphasizes the benefit of public health campaigns sharing resources and 
findings. Our results suggest survey experiment pretesting could cost-effectively increase the impact of public health campaigns in a 
pandemic, have implications for practice, and establish a research agenda to advance knowledge in this space.
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Significance Statement

The COVID-19 pandemic is estimated to have caused >26 million excess deaths worldwide and the risk of another similar (or worse) 
pandemic in the near-future is alarmingly high. Here, we estimate that public health campaigns aiming to encourage, for example, 
vaccination during a pandemic, could cost-effectively increase their impact by using a survey experiment to pretest and choose be
tween different messages for their public outreach. These results have implications for practice and establish a wider research agenda 
to boost pandemic preparedness.
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Introduction
The COVID-19 pandemic is estimated to have caused an excess 26 
million deaths worldwide as of the end of 2023 (1). According to 
various sources, it is distinctly possible that the world will witness 
another pandemic with similar or greater capacity for harm in the 
coming decades (2–6). For example, the UK Government’s 2023 
National Risk Register estimates a 5–25% likelihood of another 
reasonable worst-case pandemic within the next 5 years (6). 
Assessments such as this have motivated a renewed focus on 
what societies can do to prepare for and respond to future public 
health emergencies (5, 7–14), including advances in social and be
havioral science. To that end, the World Health Organization re
cently identified public engagement and communication a key 
area for further research and development to improve future pan
demic response (5) (see also, Nuzzo and Ledesma (15)).

In this paper, we respond to these calls by investigating 
whether public health campaigns could use survey experiments to 

increase the impact of their public outreach; for example, more ef
fectively encouraging vaccination. A survey experiment involves 
recruiting people online to take a survey, randomizing them into 
one of the several treatment conditions or a control condition, 
and then measuring their attitudes, beliefs, and/or behavioral in
tentions. While survey experiments are of course not a new meth
od in social and behavioral science (16–21), whether and to what 
extent they could increase the impact of public health campaigns 
remains unclear, for two interrelated reasons.

First, survey experiments in social and behavioral science are 
typically used to test hypotheses with the goal of advancing the
ory. For example, academics may test whether messages in narra
tive format are more effective than non-narrative messages at 
changing attitudes or behavior (22, 23). Theories refined by the ac
cumulation of such studies over time can inform public health 
message development in moments of crisis, as happened during 
the COVID-19 pandemic (24). However, survey experiments can 
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also be used by public health communicators themselves for an
other goal: to pretest and choose between several different mes
sages developed for their specific context (25). This message 
pretesting could be beneficial because evidence suggests that 
which messages “work best” varies across contexts, sometimes 
dramatically, and can be difficult to predict from theory or expert 
advice alone (23, 26–32). Thus, survey experiment pretesting could 
complement theory-based approaches by enabling practitioners 
to (i) develop several different candidate messages (based on, 
e.g. different theories), (ii) quickly identify which one is likely to 
be most effective in their particular context, and then (iii) choose 
that message for deploying in their public outreach.

Second, while the practice of using survey experiments to 
pretest interventions is not a new insight per se, its potential 
benefit (if any) is unclear, because it depends crucially on as
sumptions that have not been systematically evaluated. 
Indeed, this may help explain skepticism toward the method 
(33). For example, it is not free to run a survey experiment pre
test; rather, a public health campaign must pay money to pro
duce multiple messages (e.g. videos for social media) and for 
the survey experiment to test them. This cost eats into their 
budget for eventually disseminating their chosen message to 
the public, thereby diminishing the number of people it can 
reach. In the limit, if they spend their entire budget on the pre
test, it does not matter whether it helps them find a more effect
ive message, because they can no longer afford to disseminate 
that message to the public and the impact of their campaign 
is zero by definition. Thus, the budget of the campaign and the 
cost of pretesting are key assumptions governing the potential 
benefit of survey experiment pretesting.

Another crucial assumption regards the improvement in mes
sage effectiveness campaigns can expect from the pretesting. For 
example, suppose a campaign develops and pretests five different 
messages, and selects the one that performs best for deploying in 
their public outreach. How much more effective is this selected 
message than the message they would have otherwise used? 
The answer to this question depends on various parameters 
whose values remain largely unknown. For example, one such 
parameter is how much variability there is in message effective
ness across different messages (34). If variability is high, then 
choosing the top-performing message in a pretest could result in 
big gains over the business-as-usual message. Whereas, if vari
ability is low, gains may be limited because the “best” messages 
are only mildly more effective than business-as-usual. Thus, the 
value of this variability parameter, as well as several others (dis
cussed further below), forms a key assumption governing the po
tential benefit of survey experiment pretesting.

Furthermore, the above assumptions trade off in ways that are 
not easily or precisely understood. For example, a campaign may 
spend 20% of their budget on pretesting, thereby diminishing the 
number of people it is able to reach with its message. However, if 
pretesting allows the campaign to identify a sufficiently more ef
fective message, then its diminished reach can be offset by a 
greater per-person impact among those exposed to it—resulting 
in more impact overall. On the other hand, if the money spent 
on pretesting fails to surface a sufficiently more effective message 
to offset the campaign’s diminished reach, then pretesting may 
harm its impact overall.

In sum, whether or not survey experiment pretesting can in
crease the impact of public health campaigns in a pandemic de
pends crucially on assumptions and how they trade off against 
each other. Yet, we currently lack systematic evaluation of these 
assumptions and trade-offs, including what existing evidence 

says (if anything) about the values of key parameters underpin
ning them.

Therefore, in this paper, we systematically evaluate these as
sumptions and their trade-offs in a cost-effectiveness analysis 
of survey experiment pretesting for public health campaigns. 
Our cost-effectiveness analysis combines (i) a simulation study— 
in which we systematically vary different assumptions and exam
ine the consequences for campaign impact—with (ii) a review of 
existing evidence to determine values for the key parameters 
underpinning those assumptions. Moreover, we anchor our cost- 
effectiveness analysis to a large published meta-analysis of real 
public health campaigns that were conducted during the 
COVID-19 pandemic (35), which examined 376 public health cam
paigns that ran on Facebook and Instagram between December 
2020 and November 2021 and targeted people’s attitudes and be
liefs about the COVID-19 vaccines. That meta-analysis found that 
the average campaign spent $105,000, and it estimated a cost of 
$3.41 per incremental influence on attitudes/beliefs and $5.68 
per incremental vaccination for the campaigns.

Anchored to these numbers, the headline results of our cost- 
effectiveness analysis are as follows.

We estimate that, under reasonable assumptions given the re
viewed evidence, survey experiment pretesting is likely cost- 
effective for public health campaigns with a typical budget of 
$105,000. Second, and perhaps more importantly, we estimate 
that pretesting has powerful returns to scale. For well-resourced 
campaigns (e.g. $210,000+), pretesting is robustly cost-effective 
on our estimates; on the basis of the above cost per impact num
bers, achieving potentially thousands of additional attitudes/ 
beliefs influenced and vaccinations received in expectation. This 
return-to-scale emphasizes the importance of public health 
campaigns/organizations sharing resources and findings. Third, 
our analysis shows how several key parameters powerfully govern 
whether or not pretesting is cost-effective for campaigns. While 
evidence to determine the values of these parameters currently ex
ists, it is thin and requires significant improvement. Improving this 
evidence would provide at least two benefits: (i) determining with 
greater confidence whether or not (and when) survey experiment 
pretesting is cost-effective for public health campaigns and 
(ii) enabling public health campaigns to tailor the size of their sur
vey experiment to maximize its expected benefit. Helpfully, our 
analysis identifies a specific research design for obtaining evidence 
on these parameter values—the “parallel megastudy” design— 
which we describe in detail in the Discussion section.

Cost-effectiveness analysis
Our cost-effectiveness analysis compares the impact of two 
hypothetical public health campaigns: one campaign allocates 
some of its budget for a survey experiment to pretest and choose 
between different messages for its public outreach (the “experi
ment campaign”), whereas the other campaign does not (the 
“no-experiment campaign”). The campaigns are otherwise identi
cal. To be able to make this comparison, our cost-effectiveness 
analysis consists of three distinct components: 

1. Mathematical expressions to calculate the expected impact 
of each campaign

2. Simulations to estimate the expected improvement in mes
sage effectiveness from a survey experiment pretest (informs 
component #1)

3. A review of existing evidence to estimate key parameter val
ues (informs component #2)
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Now, we briefly explain each of these components in turn, us
ing concrete examples. This provides the necessary basis for inter
preting the results of our analysis.

Mathematical expressions to calculate the 
expected impact of each campaign
To explain this component, let us assume a campaign budget of 
$105,000, which is the average expenditure of campaigns in the 
above meta-analysis of real public health campaigns that ran on 
social media during the COVID-19 pandemic (35). Let us also as
sume that the cost of producing one message (e.g. a brief video) 
is $1,000 (for further detail, see the “Description of analysis pa
rameters” section in Materials and methods). The no-experiment 
campaign produces a message and then spends the rest of their 
budget disseminating that message. Thus, the expected impact 
of the no-experiment campaign is:

Budget − Cost of producing one message
Cost per person influenced 

For the denominator, we use the cost of $3.41 per influence on 
people’s attitudes/beliefs, and $5.68 per vaccination, as estimated 
by the above meta-analysis of public health campaigns (35). 
Plugging in these numbers implies that the expected impact of 
the no-experiment campaign is (105, 000 − 1, 000)/3.41 = 30, 499 
people’s attitudes/beliefs influenced and (105, 000 − 1, 000)/5.68 = 
18, 310 vaccinations received.

What about the expected impact of the experiment campaign? 
As described above, the expected impact of the experiment cam
paign depends on the trade-off between three quantities: (i) its 
budget, (ii) the cost of running the pretest, and (iii) the expected 
improvement in message effectiveness from running the pretest. 
Thus, the expected impact of the experiment campaign is given 
by:

Budget − Cost of pretest
Cost per person influenced

× Expected message improvement 

We take the budget and the denominator from above. For the cost 
of the pretest, let us assume that each survey respondent costs 
$0.75 and that the experiment campaign conducts a small pretest, 
producing just two messages and recruiting just 900 respondents 
(for further detail, see the “Description of analysis parameters” 
section in Materials and methods). This gives a cost of (1,000 ×  
2) + (0.75 × 900) = $2,675 for the pretest. Finally, regarding the ex
pected message improvement, for the sake of this example, let 
us assume the value of this term is 1.10, indicating that the true 
effect of a message selected via pretesting is 10% more effective 
in expectation than the average (business-as-usual) message. 
Plugging in these numbers implies that the expected impact of 
the experiment campaign is [(105, 000 − 2, 675)/3.41] × 1.10 = 
33, 008 attitudes/beliefs influenced and [(105, 000 − 2, 675)/5.68] × 
1.10 = 19, 816 vaccinations received.

Now, we have calculated the expected impact of both cam
paigns and can compare them. In this illustrative example, the ex
periment campaign is expected to influence an extra 33,008 −  
30,499 = 2,509 people’s attitudes/beliefs, and result in an extra 
19,816 − 18,310 = 1,506 vaccinations received, compared with the 
no-experiment campaign. This equals an 8% increase in expected 
impact due to the pretesting. Of course, this example is illustra
tive, and so, we simply picked an arbitrary value for the expected 
improvement in message effectiveness from running the pretest 
(i.e. 10%). However, in our analysis, estimating this value is the 
goal of component #2, described next.

Simulations to estimate expected improvement 
in message effectiveness from pretesting
If a campaign tests several different messages and selects the 
one with largest estimated effect for their public outreach, how 
much more effective is this selected message than the average 
(business-as-usual) message in expectation? The answer to this 
question depends on two sets of parameters.

The first set of parameters concerns the size of the experiment: 
specifically, how many messages are tested, and with how many 
survey respondents? The more messages that a campaign produ
ces and tests, the greater chance it can have of testing one that is 
highly effective. In addition, larger samples of survey respondents 
will generally result in more precise estimates, meaning that the 
message with the largest estimated effect is more likely to be the 
message with the truly largest effect. If sample size is small, cam
paigns may often be misled by noise in their message selection.

The second set of parameters concerns the true effects of the 
messages. There are three parameters to consider. First, since it 
is easier to detect larger effect sizes than smaller effect sizes, a 
key parameter in our simulations is the true average effect size 
of messages, which we denote as μ. A second key parameter is 
the variability in message effectiveness across different messages, 
as discussed earlier. For example, if variability is small, then pre
testing can only provide limited gains because the best messages 
are only mildly more effective than the average message. 
Following previous work (34), we operationalize variability as the 
SD in true message effects (τ), normalized by the average message 
effect (μ); that is, τ/μ. This normalization is necessary because, 
when we conduct our review of existing studies to inform the val
ues of these parameters (described below), it is common for differ
ent studies to use outcome variables with different scales. Thus, 
the normalization allows us to sensibly aggregate the variability 
parameter across these different studies. Finally, a third key par
ameter is the correlation between the true message effects in the 
survey and the true message effects in the “field”—that is, in the 
actual campaign setting, such as on social media. If this correl
ation is zero, then the performance of a message in the survey is 
unrelated to its performance in the field. This would render pre
testing useless; the campaign might as well select a message at 
random from those pretested. We denote this parameter ρ.

In sum, the size of the survey experiment and the true effects of 
the messages jointly determine the improvement in message ef
fectiveness campaigns can expect from running a pretest. In our 
analysis, for a given experiment size and configuration of true 
message effects, we simulate thousands of survey experiment 
pretests and average across them to obtain the expected true ef
fect of the selected message. We then divide this value by the 
true average message effect to calculate the expected improve
ment over the average message. For example, if the expected 
true effect of the selected message is 0.11, and the true average 
message effect is 0.10, then the expected improvement would be 
0.11/0.10 = 1.10 = 10% (for further detail, see the “Description of 
simulations of survey experiment pretests” section in Materials 
and methods).

Of course, a key uncertainty in our analysis is the values of the 
parameters just described (μ,τ/μ, and ρ). To inform these values, 
we thus conducted a review of existing studies, described next.

Review of existing evidence to inform key 
parameter values
For brevity, we refer to the “Description of evidence review to in
form values of key parameters” section in Materials and methods 
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for full details of our review of existing studies, but briefly sum
marize below.

To estimate μ, we relied primarily on a 2022 systematic review 
of survey experiments that tested messages to increase COVID-19 
vaccine uptake (36). Estimating τ/μ was more challenging because 
it required studies that tested more than a handful of different 
messages—so that we could estimate τ with reasonable preci
sion—as well as access to the raw data so that we could compute 
the value of τ ourselves (typically studies did not report it). To 
source studies that met these criteria, we relied on a combination 
of the aforementioned systematic review (36), snowball sampling, 
and our knowledge of the literature. Finally, estimating ρ was 
the most challenging because it required studies that tested 
the same set of messages in both a survey experiment and field 
experiment—a rare occurrence. We relied on snowball sampling 
and our knowledge of the literature to source a small handful of 
studies that offered some evidence as to the potential value of ρ.

Based on our review, we determined values for these parame
ters that reflect our “best guesses” given the reviewed evidence. 
However, there is considerable uncertainty in these best-guess 
values, especially regarding τ/μ and ρ, parameters for which exist
ing evidence is severely limited. Therefore, we also examine a 
range of other values in our analysis, and we additionally spotlight 
discrete configurations of parameter values which are more pes
simistic and optimistic than the best-guess values. The pessimis
tic scenario values are smaller than the best-guess values by a 
factor of two or more, whereas the optimistic values are larger 
by a factor of 1.5–2. Table 1 displays the parameter values (and 
their sources) used in our analysis, including those discussed fur
ther above. For brevity, for further discussion of the parameter 
values, we refer to the “Description of analysis parameters” and 
“Description of evidence review to inform values of key parame
ters” sections in Materials and methods.

Results
Now, we have explained each component of our cost- 
effectiveness analysis, we present its results. We begin by present
ing results for a typical-sized campaign that has a budget of 
$105,000.

Estimated benefit of pretesting for a typical-sized 
campaign
Figure 1 shows the expected benefit of pretesting, estimated by 
our analysis, across the full range of values we consider for the 
key parameters above. That is, the average effect size of messages 
(μ), variability in message effects (τ/μ), and survey–field correl
ation in message effects (ρ).

There are two sets of results in Fig. 1, representing two different 
regimes by which the campaign decides on the number of mes
sages and survey respondents to use for its pretest. Under the 
“bare-minimum” testing regime, the campaign runs a small pre
test: producing and testing just two messages with n = 900 re
spondents. In contrast, under the “optimal” testing regime, we 
assume the campaign has perfect knowledge of the true parameter 
values, and decides on the number of messages and respondents 
that maximizes the expected benefit of the pretest given these 
parameter values. For example, if there is large variability in mes
sage effectiveness across messages, and the campaign knows this, 
then it can be worthwhile to produce and test dozens of messages 
to increase the chance of finding one that is highly effective. The 
difference in performance between the two testing regimes thus 
illustrates the benefit of possessing perfect knowledge of the 
true parameter values (for further details on the optimization pro
cedure, see the “Description of simulations of survey experiment 
pretests” section in Materials and methods).

Figure 1A–D shows the results under the bare-minimum pretest
ing regime. Figure 1A shows the estimated expected benefit of pre
testing for campaign impact (in %). Scanning across Fig. 1A from 
left to right, the expected benefit of pretesting ranges from ∼−3% 
(harm) to as much +35% (large benefit). This range corresponds to 
different configurations of the parameter values used in our simu
lations, which are displayed in Fig. 1B–D. There is a clear pattern 
such that, when the average effect size (Fig. 1B), variability in ef
fects (Fig. 1C) and/or survey–field correlation in effects (Fig. 1D) 
are larger, pretesting confers a larger expected benefit. This is be
cause the expected improvement in message effectiveness from 
running a pretest is increasing in these parameter values. For ex
ample, when each of these parameters is at the largest value 
we consider (average effect size = 0.2, variability in effects = 0.8, 

Table 1. Parameter values (and their sources) used in our cost-effectiveness analysis.

Parameter Values Source

Campaign budget Typical: $105k 
(Other values: $52.5k, $210k, $420k)

Athey et al. (35)

Cost per message $1,000 Our review
Cost per survey respondent $0.75 Our review
Cost per attitude/belief influenced $3.41 Athey et al. (35)
Cost per vaccination received $5.68 Athey et al. (35)
Average effect size of messages (μ) Best guess: 0.10 

Pessimistic: 0.05 
Optimistic: 0.20

Our review

Variability in message effects (τ/μ) Best guess: 0.40 
Pessimistic: 0.20 
Optimistic: 0.60 
(Other values: from 0.10 to 0.80)

Our review

Survey–field correlation in message effects (ρ) Best guess: 0.50 
Pessimistic: 0.20 
Optimistic: 0.80 
(Other values: from 0.10 to 0.90)

Our review

Bolded values are the typical campaign budget and our best guesses about the values of the parameters (based on our evidence review), respectively. We also 
consider other values in our analysis, as indicated. Average effect size is expressed in standardized units. For further discussion of these parameter values and our 
evidence review, see the “Description of analysis parameters” and “Description of evidence review to inform values of key parameters” sections in Materials and 
methods.

4 | PNAS Nexus, 2024, Vol. 3, No. 11

D
ow

nloaded from
 https://academ

ic.oup.com
/pnasnexus/article/3/11/pgae469/7824599 by guest on 30 O

ctober 2024



survey–field correlation in effects = 0.9), the estimated expected 
benefit of pretesting is at its largest value of +35% (see Fig. 1A–D).

Under our best-guess values for the parameters (Table 1), we 
estimate that a pretest using the bare-minimum regime increases 
campaign impact by 4% in expectation. This implies an extra 
∼1,200 people’s attitudes/beliefs influenced and ∼700 extra people 
vaccinated due to pretesting (Fig. 1A). However, as described 
above, there is much uncertainty in this best-guess scenario, be
cause existing evidence for some of the parameter values is lim
ited, and this uncertainty is compounded when considering the 
parameters together in our analysis. Thus, we also spotlight other 
configurations of parameter values which are more pessimistic 
and optimistic than the best-guess values (Table 1). First, consider 
a more pessimistic set of parameter values. In this case, we esti
mate that pretesting is harmful in expectation, reducing expected 
impact by −2% (Fig. 1A): the money spent on pretesting fails to sur
face a sufficiently more effective message to offset the diminished 
resources for actually disseminating the message, thus harming 
impact overall. In contrast, under the optimistic set of parameter 
values, we estimate pretesting to be highly beneficial (+21% im
pact), implying thousands of extra attitudes/beliefs influenced 
and vaccinations received in expectation (Fig. 1A).

Finally, Fig. 1E–H shows the results of our analysis given an opti
mal pretesting regime. The pattern of results is qualitatively similar 
to that of the bare-minimum regime above, except the magnitude 
of the expected benefit from pretesting is approximately twice as 
large. This illustrates the advantage of possessing perfect knowl
edge of the parameter values and tailoring the size of the pretest ac
cordingly. (When the parameter values are sufficiently pessimistic, 
the optimal decision is to forego pretesting—as a result, the benefit 
of pretesting is fixed to zero in such cases; see Fig. 1E).

In sum, we estimate that pretesting is likely cost-effective for a 
typical-sized campaign given our best-guess assumptions about 

the true values of the parameters and is robustly cost-effective 
on more optimistic assumptions. Moreover, the estimated benefit 
is strongly asymmetric across the parameter space: if the true val
ues are on the optimistic side, the benefit could be substantial, 
whereas if they are on the pessimistic side, the harm appears 
quite small. Thus, even assuming each of the different parameter 
scenarios are equally likely, campaigns with a budget of $105,000 
would still plausibly benefit in expectation from a pretest. In 
Supplementary material 1, we show this formally. At the same 
time, however, it is important to reiterate: if the true parameter 
values are in fact on the pessimistic side, then pretesting (as we 
conceive of it here) is not cost-effective for a typical-sized cam
paign. Thus, if public health campaigns are risk-averse—that is, 
they want to avoid performing worse than if they had foregone 
any pretesting whatsoever—it is especially important for future 
research to produce more evidence to determine the true values 
of the parameters.

Estimated benefit of pretesting for smaller 
and larger campaigns
In our analysis thus far, we have focused on a public health cam
paign with a budget of $105,000, which was the expenditure of a 
typical campaign in the above meta-analysis of real public health 
campaigns (35). Now, we consider campaigns with alternative 
budgets. The SD in campaign budget reported in the meta- 
analysis was ∼$327,000, implying that some public health cam
paigns were considerably better funded than others. This raises 
the important question of how the returns to pretesting scale 
with the resources available to the campaign.

To analyze this question, we repeat our analysis assuming dif
ferent budgets. Figure 2 shows the estimated expected benefit of 
pretesting for campaigns with three different budgets: $52,500 

A

B

C

D

E

F

G

H

Fig. 1. Estimated expected benefit of pretesting for a public health campaign with a budget of $105,000. A–D) The results for the bare-minimum testing 
regime. E–H) The results for the optimal testing regime. B–D, F–H) The parameter values that correspond to the expected benefit of pretesting in the top 
panels. There is a clear pattern such that when the variability-in-effects (C, G) and survey–field correlation (D, H) values are larger, pretesting confers a larger 
expected benefit to the impact of the campaign. Pessimistic, best guess, and optimistic indicate different sets of assumed parameter values (Table 1).

Tappin and Hewitt | 5
D

ow
nloaded from

 https://academ
ic.oup.com

/pnasnexus/article/3/11/pgae469/7824599 by guest on 30 O
ctober 2024

http://academic.oup.com/pnasnexus/article-lookup/doi/10.1093/pnasnexus/pgae469#supplementary-data


(Fig. 2A), $210,000 (Fig. 2B), and $420,000 (Fig. 2C). To ease inter
pretation, the panels showing the corresponding parameter val
ues are omitted from Fig. 2, but can be viewed in full in 
Supplementary material 2.

The results shown in Fig. 2 indicate that pretesting has power
ful returns to scale. For example, for campaigns with a budget of 
$210,000 or $420,000, we estimate that pretesting is cost-effective 
under a wide range of parameter values, increasing campaign im
pact by 5–20% in expectation under the best-guess parameter val
ues; which in turn implies thousands of extra attitudes/beliefs 
influenced and vaccinations received (see Fig. 2B and C). The intu
ition for this return-to-scale result is straightforward: better- 
resourced campaigns are able to reach more people with their 

message (by virtue of their extra resources); therefore, uncovering 
a higher impact message via pretesting acts as a multiplier on this 
extra reach. An important implication of this return-to-scale re
sult is that, to the extent that public health organizations and 
agencies can share resources and findings, then the gains to im
pact from pretesting could potentially be quite large.

Importance of possessing accurate knowledge 
of the parameter values
Figures 1 and 2 show that the expected benefit of an optimal pre
testing regime, in which campaigns tailor the size of their pretest 
to the values of the parameters, is considerably larger than that of 

A

B

C

Fig. 2. Estimated expected benefit of pretesting for public health campaigns with budgets other than $105,000, using either a bare-minimum or optimal 
pretesting regime. A) A campaign with budget $52,500; B) a campaign with $210,000; and C) a campaign with $420,000. As with Fig. 1, the value of the 
estimated expected benefit (y-axis) corresponds to different configurations of the key parameter values. However, unlike Fig. 1, to ease interpretation, the 
lower panels that show the value of those key parameters are omitted in this plot. The full panel plots are reported in Supplementary material 2.
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a bare-minimum pretesting regime (in which the campaign tests 
just two messages with n = 900 respondents only). Therefore, pub
lic health campaigns seeking to maximize their impact would pre
sumably want to implement an optimal testing regime for their 
pretest. However, the performance advantage of the optimal re
gime depends on perfect knowledge of the true parameter 
values—knowledge which campaigns does not have in reality. 
Indeed, in reality, campaigns could optimize their pretesting re
gime for one set of parameter values when in fact the true values 
are quite different. In this section, we analyze the consequences of 
such a mistake.

Specifically, we estimate the expected benefit of a pretest 
whose size the campaign optimizes for the best-guess values of 
the parameters when in reality the true values are different (e.g. 
more pessimistic or optimistic). For example, for a $105,000 cam
paign, we determine that the optimal pretest regime under the 
best-guess parameter values is to produce and test 7 messages 
with n = 4,500 respondents (for further detail on the optimization 
procedure, see the “Description of simulations of survey experi
ment pretests” section in Materials and methods). This pretest is 
much larger than a bare-minimum pretest. If the true parameter 
values are pessimistic, this could mean that the campaign signifi
cantly overspends on its pretest, harming impact. Figure 3 shows 
the key results of this analysis for campaigns with different 
budgets.

Figure 3 underscores the importance of possessing accurate 
knowledge of the parameter values. In particular, while a pretest 
optimized for the best-guess parameter values increases impact 
in some areas of the parameter space, in other areas of the 

parameter space it harms impact. For example, consider a 
$105,000 campaign: the correctly optimized pretest increases im
pact by 8% in expectation (Fig. 3B). However, when the pretest is 
mistakenly optimized—for example, if the true parameter values 
are pessimistic rather than best guess—then the pretest instead 
harms impact, by −8% (Fig. 3B). Furthermore, this harm is much 
greater than the harm expected under a bare-minimum pretest 
(−2%) given the same pessimistic assumptions about the param
eter values (see Fig. 1A). This extra harm arises because the mis
takenly optimized pretest can be much larger in size (and thus 
more financially costly) than the bare-minimum pretest. Thus, if 
the true parameter values are unfavorable for pretesting, most 
of this money is wasted on pretesting and could instead be better 
spent on the campaign’s public outreach. These results therefore 
illustrate that, while the gains from optimized-testing can be 
greater than for a bare-minimum pretest, the losses can also 
be greater. This underscores the importance of possessing accur
ate knowledge of the parameter values and for research to pro
duce more evidence to determine their true values.

Considering the cost of pretest expertise
In a final analysis, we consider the fact that many public health 
campaigns may not have the expertise and/or infrastructure to 
conduct survey experiments themselves, and so may need to part
ner with other actors in order to run a pretest. Such a partnership 
could impose further financial costs on the campaign, which will 
reduce any benefit of pretesting. For example, on a consultant 
model, campaigns could hire an organization with expertise in 

A B

C D

Fig. 3. Estimated expected benefit of pretesting when pretest size is optimized for the best-guess set of parameter values. A) The results for a campaign 
with budget $52,500, B) $105,000, C) $210,000, and D) $420,000. The pattern in each panel shows that when the true parameter values are on the 
pessimistic side, a campaign that mistakenly optimizes the size of its pretest for the best-guess parameter values ends up harming its impact in 
expectation. Note that, as with Fig. 2, to ease interpretation, in this plot, we omit the panels that show the value of the key parameters that correspond to 
the expected benefit. However, these full plots with the lower panels are reported in Supplementary material 3.
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conducting survey experiments. The cost of this service itself, 
over and above the cost of the survey respondents (which we al
ready model in our analysis), is difficult to know in general—so 
we consider a range of additional flat-cost possibilities: $1,000, 
$3,000, and $10,000. Notably, however, there are alternatives to 
the consultant model which may be more appealing to public 
health campaigns.

For instance, the pretest designs considered in our analysis are 
relatively simple, involving just a handful of different messages 
and simple random assignment; programming the pretest and 
analyzing its data are thus relatively straightforward. Indeed, 
many social and behavioral scientists working in academia regu
larly perform these tasks as part of their research, and do so with 
little difficulty. Therefore, an alternative model which is likely 
more cost-effective for public health campaigns is partnering 
with academia. Such partnerships could take a variety of forms, 
and reflect either bespoke one-offs or instead be institutionalized 
in academic-practitioner networks; an idea that has precedence 
(37) and was recently recommended by a review of the role of so
cial and behavioral science in the COVID-19 response (38). Such 
partnerships might involve an agreement whereby, in exchange 
for running the survey experiments, the academic researchers 
have the right-to-publish the results in a scientific journal. As 
well as proving more cost-effective for campaigns, institutional
ized partnerships could also act as accelerators for scientific 
learning: centralizing large amounts of data from experiments 
testing real public health communication interventions, which re
searchers could subsequently analyze using meta-analysis. This 
is a potentially fruitful model for increasing both the impact of 
public health campaigns, especially in the context of a novel pan
demic, as well as scientific understanding, but we leave fleshing it 
out to future work.

Figure 4 shows the results of our analysis incorporating expert
ise costs. Specifically, it shows the estimated expected benefit of 
pretesting for campaigns with different budgets, as a function of 
their pretesting regime (bare-minimum vs. optimized for 
best-guess parameter values); the true values of the parameters 
(pessimistic, best guess, or optimistic); and, crucially, the amount 
of money spent on hiring expertise to conduct the pretest. The dis
play of Fig. 4 is similar to that of the previous figures, except now 
there are four curves in each panel—one for each assumed mag
nitude of expertise cost (i.e. $0, $1,000, $3,000, and $10,000). The 
results in Fig. 4 show that, for a typical-sized campaign (budget 
$105,000), pretesting plausibly remains cost-effective under small 
($1,000) and moderate ($3,000) expertise costs. However, under 
large expertise costs ($10,000), it does not. In contrast, for cam
paigns with larger budgets, pretesting likely remains cost- 
effective even under large expertise costs. Finally, campaigns 
with smaller than average budgets ($52,500) can only tolerate 
small expertise costs before pretesting is no longer cost-effective 
on our analysis.

Discussion
Following the COVID-19 pandemic, the World Health Organization 
identified public engagement and communication one of the 
several areas requiring further research and development to 
improve society’s response to future pandemics (5) (see also 
Ref. (15)). In this paper, we aimed to respond to this call by con
ducting a cost-effectiveness analysis of survey experiment pre
testing as a tool that public health campaigns could use to 
potentially increase their impact during a pandemic. Given the re
viewed evidence, our analysis suggests that pretesting could likely 

increase the impact of public health campaigns in a pandemic 
context, particularly if campaigns are well-resourced and/or can 
draw upon resources and findings shared across public health 
organizations.

A core contribution of our analysis is to quantify the key pa
rameters that govern the benefit of pretesting for public health 
campaigns; namely, the variability in message effects, and the 
correlation between survey effects and those effects in the field 
(i.e. in an actual campaign setting). The values of these parame
ters powerfully determine the increase in impact that is possible 
from survey experiment pretesting. Moreover, we show that pos
sessing good information about the values of these parameters al
lows the size of the pretest to be optimized, potentially enabling 
further increases in impact. While there is some existing evidence 
that can speak to the true values of these parameters, it remains 
limited (see the “Description of evidence review to inform values 
of key parameters” section in Materials and methods). To improve 
this evidence, future research in public health communication 
can use a new study design: the parallel megastudy design. This 
design combines two existing designs, the in-survey megastudy 
(39, 40) and the in-field megastudy (41, 42) both of which involve 
testing many different interventions simultaneously. In the paral
lel megastudy design, an in-survey and in-field megastudy are 
conducted in parallel using the same set of messages. As a result, 
the parallel megastudy design allows researchers to estimate 
both the variability in message effects and the correlation 
between survey and field effects. The parallel megastudy 
design can thus rapidly advance scientific understanding of the 
potential benefit of survey experiment pretesting for public health 
campaigns.

Our results are anchored to the details of hundreds of public 
health campaigns that ran on Facebook and Instagram aiming 
to encourage vaccination during the COVID-19 pandemic (35), as 
well as to an evidence review that drew primarily on studies of 
messages encouraging COVID-19 vaccination. Therefore, our re
sults would likely generalize most readily to similar contexts; 
that is, vaccination campaigns conducted on social media during 
a public health emergency. Our results of course also highlight the 
possibility that campaigns whose goal is to encourage vaccination 
for nonpandemic diseases (e.g. flu, Human Papillomavirus) or oth
er health behaviors (e.g. contraceptive use, clinic visits) could 
similarly increase their impact via pretesting. However, it is im
portant to recognize the significant challenges confronting such 
generalization, even to contexts that are most similar to the one 
we study here. To take one salient example, public health emer
gencies of the future are likely to be different from the 
COVID-19 pandemic in myriad ways—not only regarding the fea
tures of the disease itself (e.g. severity, transmissibility), but also 
in background political conditions, trust (or distrust) toward 
health institutions, the types of social media with which people 
engage, and so on. These contextual/setting-based factors are a 
key dimension that can limit generalization, in addition to various 
other factors like the population and outcome under study (28, 43, 
44). Thus, our results should be generalized with caution, espe
cially when the target context is expected to differ considerably 
from that which we study here, and our analysis is certainly not 
the final word on the potential efficacy of survey experiment pre
testing for public health campaigns.

Now, we highlight some additional limitations of our analysis 
and results.

First, readers should not mistake potentially large relative in
creases in campaign impact from pretesting (e.g. 20%) for large ab
solute increases in campaign impact. On the contrary, our analysis 
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shows that, even for the best-resourced campaigns operating 
under optimistic assumptions, the expected increase in impact 
from pretesting is limited to tens of thousands of additional atti
tudes/beliefs influenced and vaccinations received. In other 
words, even in the best case, it is clear that survey experiment pre
testing could only form a small part of a successful pandemic re
sponse. Indeed, more broadly, we concur with other scholars that 

the potential impact of interventions encouraging individual-level 
behavior change—such as public health campaigns—typically 
comes a distant second to the impact of policy- and other system- 
level interventions (45). While interventions encouraging 
individual-level behavior change can cost-effectively contribute 
to a successful outcome, this asymmetry in impact should be 
kept in mind (46).

Fig. 4. Estimated expected benefit of pretesting given cost of hiring expertise. The plot shows the estimated expected benefit of pretesting as a function of 
campaign budget (facet rows), pretesting regime (facet columns), true values of the parameters (x-axis), and amounts of money spent on hiring pretest 
expertise (colors). The gray region indicates pretesting is not cost-effective. Unlike Figs. 1–3, this plot only shows the three discrete configurations of the 
true parameter values (i.e. pessimistic, best guess, and optimistic; see Table 1), rather than the exhaustive combination of all the values we considered in 
our analysis.
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Second, our analysis does not detract from the importance 
of conducting field experiments for evaluating the impact of pub
lic health campaigns. While our results suggest that survey ex
periment pretesting can increase the impact of such campaigns, 
conducting field experiments is necessary to understand the mag
nitude of the campaigns’ impact in the real world, and whether it 
is worth the cost of running such campaigns at all. If sufficiently 
few people are willing or able to watch a public health campaign’s 
video on social media, for example, then money may be better 
spent elsewhere.

Third, to compute the additional numbers of vaccinations ex
pected due to pretesting, our analysis relied on the cost per incre
mental vaccination estimated by Athey et al. (35) in their 
meta-analysis of COVID-19 social media campaigns. Their esti
mate assumes that changing people’s self-reported attitudes, be
liefs and/or intentions to get vaccinated converts to actual 
vaccinations at a rate of 0.6. In other words, if 10 people were to 
report being in favor of the COVID-19 vaccinations when previous
ly they were opposed, we should expect six of them to actually get 
vaccinated. This discount rate represents the well-known 
“intention-behavior gap” (47, 48). If the discount rate is <0.6, 
then our estimates of the number of additional vaccinations 
should also be correspondingly shrunk. Notably, estimates of 
the discount rate reported in other research studies (conducted 
in various different contexts) are between 0.33 and 0.55 (47–50).

Fourth, another assumption in our analysis for which there is 
currently limited evidence is that the variability in message ef
fects in the field (campaign setting) is proportional to the variability 
in effects in the survey (despite the absolute effect sizes are much 
smaller in the field, as expected). If the variability in effects in the 
field is proportionally larger than in the survey, our analysis will 
underestimate the benefit of pretesting; if the reverse is true, 
our analysis will overestimate its benefit. Notably, the parallel 
megastudy design we describe above can also bring evidence to 
bear on this question, further highlighting the value of this design 
for advancing scientific understanding of the returns to survey ex
periment pretesting for public health campaigns.

To conclude, we reiterate that various sources suggest the next 
pandemic is a question of “when” not “if” (2–6). Understanding 
how the social and behavioral sciences can contribute to a suc
cessful pandemic response is a worthwhile goal—one that we 
aimed to advance here.

Materials and methods
Description of analysis parameters
Campaign budget
As described in the main text, in order to choose campaign budg
ets for our analysis, we referred to a large meta-analysis of 376 
real public health campaigns that ran on social media through 
2021 that targeted people’s beliefs/attitudes about the COVID-19 
vaccines (35). The average campaign spend was ∼$105,000, with 
a SD of ∼$327,000, implying that some campaigns had substan
tially larger budgets than average. Thus, we consider a range of 
budgets.

Cost per message
There are various formats that public health campaigns could use 
to disseminate their message, with plausibly different production 
costs for the messages. In line with our focus on the aforemen
tioned meta-analysis of COVID-19 social media campaigns, we as
sume the messages are brief social-media-style videos. The cost of 

producing one such video is likely to depend upon where it is 
commissioned. According to the popular marketplace Upwork 
(https://www.upwork.com/), many “social media videographers” 
charge between $50 and $100 per hour. Therefore, we assume a 
per-video cost of $1,000, which translates to 10–20 h of work by 
a social media videographer.

Cost per survey respondent
For the cost per survey respondent, we refer to popular survey pro
viders used by behavioral scientists, such as Prolific (https://www. 
prolific.co/) and Cloud Research (https://www.cloudresearch. 
com/). For a 3-min survey that pays $11 per hour, the cost per sur
vey respondent on prolific is ∼$0.75, inclusive of their service fee 
(on Cloud Research, the figure is similar). We thus assume a cost 
of $0.75 per respondent. Notably, this cost is for a convenience 
sample not a national probability sample.

Cost per attitude/belief influenced and vaccination received
These parameters are explained in detail in the main text; thus, 
we refer readers there. Their values are taken from a meta- 
analysis of real public health campaigns from the COVID-19 pan
demic (35).

Cost of pretest expertise
This parameter is explained in detail in the main text; thus, we re
fer readers there. Note that, for the results presented in Figs. 1–3, 
the expertise cost is set as $0.

Average effect size of messages
This parameter refers to the true (i.e. latent) mean effect size in 
the survey environment, not the estimated mean effect size in a 
particular survey experiment. This distinction is important inso
far as the estimated mean effect size in a particular survey experi
ment need not equal the true mean effect size, due to sampling 
variability. We consider values of 0.05, 0.1, and 0.2 standard units, 
which are all considered small or negligible effect sizes by conven
tional academic standards (51). In the “Description of evidence re
view to inform values of key parameters” section in Materials and 
methods, we describe the evidence that informs these values.

Variability in message effects
This parameter refers to the true variability in effect sizes across 
messages—indicated by the SD (τ)—normalized by the effect 
size of the average message (µ). This normalization follows the ap
proach taken by previous work (34) and is convenient in our case 
because it allows us to compare and aggregate the variation in ef
fect sizes estimated in different studies (described later in the 
“Description of evidence review to inform values of key parame
ters” section in Materials and methods). We consider values that 
range from 0.1 to 0.8 in increments of 0.1. A value of 0.1 implies 
that one SD in message effects is equal to one-tenth of the average 
message effect; that is, it implies the messages barely vary from 
the average effect. In contrast, a value of 0.8 implies that one SD 
in message effects is equal to four-fifths of the average message 
effect; and, thus, that we should expect reasonably large variabil
ity in effectiveness across different messages. In the “Description 
of evidence review to inform values of key parameters” section in 
Materials and methods, we describe evidence that informs the 
value of this parameter.
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Survey–field correlation in message effects
This parameter refers to the correlation between the true effects 
of messages in the survey environment and the true effects of 
those messages in the field (i.e. an actual campaign setting).

There are several reasons why this correlation may be <1. To 
pick just one example, there may be between-person heterogen
eity in the effects of different messages. For instance, among high
ly educated respondents, message X is more effective than 
message Y, whereas among less educated respondents the reverse 
is true. If the survey sample of respondents does not represent the 
target population for the campaign (e.g. highly educated respond
ents are overrepresented in the survey), then the most effective 
message in the survey may not be the most effective message in 
the field, thereby diminishing the survey–field correlation in mes
sage effects. Notably, evidence suggests that between-person het
erogeneity in message effects tends to be small (52, 53), though 
even small differences could still have important implications 
for campaign impact (54).

We consider a range of values for the survey–field correlation: 
from 0.1 to 0.9, in increments of 0.1. In the “Description of evi
dence review to inform values of key parameters” section in 
Materials and methods, we describe evidence that informs the 
value of this parameter.

Description of simulations of survey experiment 
pretests
For each unique set of parameter values, we simulate 3,000 survey 
experiment pretests. As described in the main text, the purpose of 
these simulations is to estimate the expected improvement in 
message effectiveness from running the pretest and selecting 
the message with the largest estimated effect. The procedure for 
each of the simulated survey experiments is as follows.

First, we draw X messages from a bivariate Gaussian distribu
tion, where X is an integer between 2 and 20. The two dimensions 
of the bivariate distribution correspond to the true message ef
fects in-survey vs. the true effects of the messages in the field. 
The distribution has a mean, equal to the average effect size of 
messages, and a covariance matrix that captures (i) the variability 
in the message effects and (ii) the survey–field correlation be
tween the effects.

We then randomly assign each of Y simulated respondents to 
one of the messages, where Y is an integer between 500 and 
20,000. We also assign some of the simulated respondents to a 
control group, to account for the fact that it is likely campaigns 
would include a control group (that receives no message) to check 
that their messages have an effect in the intended direction. 
Specifically, in expectation each message group is assigned 
Y/(M + 1) respondents, where M is the number of messages in 
the simulation. After respondents have been assigned, we add 
noise to the true effect of each message to simulate sampling vari
ability. The noise assumes that 10% of the variance in the out
come can be explained by adjusting for pretreatment covariates 
(e.g. age, gender, etc.).

In the final step, we identify the message with the largest esti
mated effect in the survey. Then, we assume that the message 
that gets selected on the basis of the survey pretest exerts an ef
fect in the actual campaign that is equal to its true in-field effect 
size. This follows previous work (34).

After 3,000 simulated pretests, we take the mean of the 3,000 
selected messages’ true in-field effects, and divide this number 
by the average effect size of messages. This ratio therefore tells 
us the expected improvement in message effectiveness from 

performing the pretest. For example, if the ratio is 1.1, this tells 
us that the pretest procedure identifies messages that are 10% 
more effective than the average, business-as-usual message in 
expectation.

For the bare-minimum testing regime, the number of respond
ents and messages tested is always the same (n messages = 2 and n 
respondents = 900). Whereas, for the optimal testing regime, for 
each unique combination of parameter values we perform a grid 
search over the joint distribution of n messages (2–20) and n re
spondents (500–20,000) to find the combination of messages and 
respondents that maximizes the expected benefit of pretesting. 
After finding the optimal combination, we re-estimate the ex
pected benefit using this combination in order to avoid the win
ner’s curse inflating its benefit. If the expected benefit is 
negative, we assume the campaign (correctly) decides not to run 
a pretest; in such cases, the expected benefit is simply fixed to 
zero.

Description of evidence review to inform values 
of key parameters
In this section, we describe our review of existing evidence to in
form the best guess, pessimistic, and optimistic configurations 
of the key parameter values μ, τ/μ, and ρ.

Average effect size of messages (μ)
To inform plausible values for this parameter, we relied primarily 
on a 2022 systematic review of randomized controlled trials 
(RCTs) that evaluated interventions to increase COVID-19 vaccine 
uptake (36). We examined all of the studies in that review that 
used survey experiment to evaluate one or more messages on peo
ple’s self-reported attitudes, beliefs, and/or behavioral intentions 
related to the COVID-19 vaccines. This amounted to 25 studies. To 
these 25 studies, we added a further 11 studies, all of which fo
cused on COVID-19 outcomes, as well as 1 meta-analysis of public 
health communication on various non-COVID outcomes. These 
extra studies were identified using snowball sampling and our 
knowledge of the literature. We therefore examined 37 effect sizes 
in total.

For each study, we extracted the average effect size across the 
messages and, where necessary, standardized the effect size by 
dividing by the SD of the outcome variable. In many cases, this re
quired a back-of-the-envelope calculation. For example, some 
studies reported their effect sizes in percentage points, but did 
not report the SD of the outcome variable, meaning we could 
not calculate the standardized effect size directly. In cases like 
this, we took a maximally conservative approach and used the 
SD of a uniform distribution over a 0–1 binary scale (equal to 
0.5), ensuring that we would err on the side of underestimating 
the standardized effect size (Table S1 provides further detail 
about the studies and our calculations). In addition, some of the 
studies lacked a “pure” control group that received no relevant in
formation; instead, people in the control group received baseline 
relevant information. This also renders our standardized effect 
size estimate conservative. Some studies did not report the actual 
point estimates of the message effects—opting to display them in 
figures only—so we approximated the estimates based on the fig
ures. Finally, where studies included multiple relevant outcome 
variables, we took the mean across the estimated message effects 
for each outcome.

Across the 37 extracted effect sizes, the mean standardized ef
fect size is 0.12 and the median is 0.08. Notably, we do not com
pute a precision-weighted average because one of the studies 49 
has a sample size (∼484,000) that is several orders of magnitude 
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larger than any of the others. It is desirable to avoid letting that 
study dominate the average effect size here because that would 
unduly privilege the very specific outcome variable and interven
tion type used in that study over the many possible outcome var
iables and intervention types. In sum, therefore, on the basis of 
this evidence, we assume a best-guess mean effect size of 0.1 
standard units. For the pessimistic and optimistic values, we 
halve and double the best-guess value, respectively, giving values 
of 0.05 (pessimistic) and 0.20 (optimistic). These effect sizes are 
typically considered small or even tiny (51).

Variability in message effects (τ/μ)
Evidence for this parameter must meet demanding criteria. 
Specifically, to be informative for the context in which cam
paigns would actually perform a pretest, the message effects 
must be estimated on (i) the same outcome variable, (ii) the 
same sample of people, and (iii) under broadly similar back
ground conditions. This rules out meta-analyses of public health 
communication (and meta-analyses of other types of communi
cation), since meta-analyses nearly always combine studies 
which differ from one another along one of the aforementioned 
dimensions. Generally, these differences will inflate the esti
mated variability in message effects because some outcome var
iables or types of people are more receptive to interventions than 
are others. Thus, excluding meta-analyses renders our estimate 
of the variability in message effects conservative. In short, to 
obtain estimates of the variability that are relevant for the con
text in which campaigns would perform a pretest, the effects of 
multiple different messages must be estimated within the 
same study.

In addition, because our quantity of interest is the variability 
across message effects, studies that used just a small sample of 
messages can only offer highly uncertain estimates of this vari
ability (an analogy is estimating the SD of a variable for which 
there are only several data points, each of which is itself measured 
with uncertainty). For this reason, studies should estimate the ef
fects of more than a handful of different messages, ideally many 
more. Such studies will typically demand large sample sizes of 
survey respondents. Lastly, even when such studies have been 
conducted, they must have actually reported an estimate of the 
variability in message effects.

We could not locate any studies of public health communica
tion that met all these criteria. Thus, for the current paper, we 
sought to identify relevant studies and re-analyze their data our
selves in order to estimate the variability in message effects. To 
that end, we drew on the above systematic review of COVID-19 in
terventions (36), as well as snowball sampling and our knowledge 
of the literature, to identify 14 studies of public health communi
cation, each of which investigated at least 5 different messages. Of 
these studies, one did not contain a control group and so could not 
be included in our re-analysis (a control group is necessary to es
timate each of the message effects). Another study included some 
messages that tried to discourage vaccination; this study was also 
excluded from our re-analysis as it had fewer than five messages 
aimed at encouraging vaccination. A further two studies we 
identified used highly overlapping data, so we only included the 
data from one study in our re-analysis. Finally, while some of 
the studies had publicly available data, many did not, and we 
could not access the data of one study despite contacting the 
listed corresponding author. This left 10 studies whose data we re- 
analyzed (detailed in Table S2).

We used the following strategy to estimate the variability in 
message effects for each study. First, we computed the average 

treatment effect of each message relative to the study’s control 
group. We then conducted a random-effects meta-analysis (55) 
of the message effects for a given study, which provided an esti
mate of: (i) the SD in message effects (τ), taking into account the 
error with which each message effect is estimated, as well as 
(ii) the mean message effect (μ). Finally, for each study, we nor
malized τ by dividing it by μ, (i.e. τ/μ), thereby allowing us to aggre
gate the estimated variability across studies. Without this 
normalization, the τ estimates are not comparable across studies 
because different studies use different outcome variables, and 
some outcomes could have larger estimated τ simply because of 
their scale. If a study included multiple outcomes, we conducted 
the above procedure for each outcome and then computed the 
mean τ/μ across outcomes. Further details about these analyses 
are reported in Table S2.

Across the 10 re-analyzed studies, the mean τ/μ is 0.59 and the 
median is 0.27. That is, across these studies, one SD in message 
effects is estimated to be equal to between one-quarter and three- 
fifths of the size of the average message effect. However, as ex
pected, there is substantial heterogeneity in τ/μ across studies 
(see Table S2). This is likely due in part to the small numbers of 
messages in each study; the median number of messages investi
gated in the studies was just seven. Thus, the estimates of τ/μ are 
likely to be highly heterogeneous between studies due to sampling 
variability, and, as a result, the average τ/μ across studies is cor
respondingly uncertain. In addition to this, most of the studies ex
amined messages that were simply static lines of text. However, in 
many public health communication contexts, such as the 
COVID-19 campaigns that ran on social media (35), the messages 
are likely to be professionally produced videos. This is relevant be
cause the true variability in message effects may be larger when 
the messages in question differ not only in their text content but 
also in their video and audio content.

To account for the small samples of messages and lack of vid
eo/audio content in each study, we supplemented our re-analysis 
with three additional studies from the domain of political commu
nication, sourced via our knowledge of the literature (34, 53, 56). 
The details of these studies are also reported in Table S2. 
Importantly, these additional studies had unusually large sam
ples of messages—the median number of messages investigated 
was 59—and the messages in each study were all short videos 
with audio content. Furthermore, each of these studies already re
ported an estimate of τ and μ, obviating the need for us to re- 
analyze their data. The mean value of τ/μ across these three stud
ies is 1.23 and the median is 0.95. Thus, while these studies should 
receive less weight than the already-analyzed studies given that 
their focus is political communication rather than public health 
communication, their estimates suggest that variability in mes
sage effects may indeed be larger when messages differ in vid
eo/audio content.

Taking this evidence together with our estimate of the average 
variability in message effects across the studies of public health 
communication re-analyzed earlier (i.e. mean τ/μ = 0.59, median 
τ/μ=0.27), we settle on a best-guess value of 0.4 for the variability 
parameter overall. A value of 0.4 implies that the true SD in mes
sage effects is equal to two-fifths of the effect size of the average 
message. For example, if the effect size of the average message 
(μ) is 0.1 standard units, a variation parameter of 0.4 implies 
that τ = 0.4 × 0.1 = 0.04. This in turn implies that most message ef
fects will fall between 0.06 and 0.14 (i.e. 0.1 ± 0.04); that is, most 
messages will have true effects that are small by conventional 
academic standards and that are not too dissimilar to the average 
message effect. For the pessimistic and optimistic values of this 
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parameter, we halve and 1.5× the best-guess value, respectively, 
giving values of 0.2 (pessimistic) and 0.6 (optimistic).

Survey–field correlation in message effects (ρ)
Evidence for this parameter is the most demanding of all the pa
rameters we consider in our analysis. To estimate the correlation 
between the effects of messages in-survey and those same mes
sages in the field, relevant studies are those that have conducted 
a survey and field experiment in parallel using the same set of 
messages—and ideally using a large sample of messages to min
imize sampling variability. Because field experiments that study 
a large number of messages are resource-intensive, the pool of po
tentially relevant studies is small at the outset. Moreover, promin
ent field experiments that included a large number of public 
health messages (27, 57, 58) typically did not conduct a parallel 
survey experiment and, as a result, cannot estimate the survey– 
field correlation.

We located just one study of public health communication that 
conducted a field and survey experiment in parallel, using a set of 
four messages (33). In that study, respondents in the field experi
ment were randomized to receive via cell phone text one of the 
four different treatment messages encouraging them to schedule 
an appointment for their COVID-19 vaccination. The messages 
consisted of either (#1) a basic reminder, (#2) a reminder that 
used “ownership” language, (#3) a basic reminder with video con
tent, or (#4) the ownership reminder with the video content. The 
y-axis of Fig. 5 shows the estimated vaccination rate in each of 
these message groups from the field experiment (copied from 
Fig. 2b in Ref (33)); the x-axis shows people’s self-reported vaccin
ation intentions in each of the message groups from the corre
sponding survey experiment in which vaccination intentions 
were measured (from Fig. 5b in the supplement of Ref. (33)). We 

approximate CIs from visual inspection of the SEs because we 
could not locate the SEs/CIs on the means reported in numeric 
form.

Figure 5 could be interpreted as providing evidence against a 
positive correlation between survey and field message effects be
cause, in the survey RCT, the messages with the video content per
formed better on average, whereas those with the ownership 
language did not. In contrast, in the field RCT, the reverse pattern 
was observed. Nevertheless, closer inspection of the results sug
gests this interpretation is not quite right. In particular, in the sur
vey RCT the top-performing message on respondents’ vaccination 
intentions was message #4. In the field RCT, this message was also 
a top performer on increasing vaccination rates; its point estimate 
was close to that of the “winning” message (#2). The implication is 
that, had a public health campaign selected the top-performing 
message from the survey RCT (#4) for running in their outreach 
to increase vaccination uptake, it would have been a reasonably 
good choice. In contrast, had they tried to infer a general principle 
of message development—such as “video content performs 
best”—they would have been misled. But, recall that the goal of in- 
survey RCT pretesting (as operationalized in the current article) is 
not to infer such principles; rather, it is to select the top- 
performing individual message from among several different 
messages tested. Added to this interpretational ambiguity, fur
thermore, is the fact that the evidence in Fig. 5 for the value of 
the survey–field correlation is extremely limited by the small set 
of only four messages—all of whose effects are estimated with 
relatively large amounts of noise. As a result, we are cautious to 
conclude much from this evidence about the likely value of the 
survey–field correlation parameter.

In an effort to gather more evidence, we looked to larger studies 
conducted outside the domain of public health communication 

Fig. 5. Message effects from survey experiment and field experiment reported by Dai et al. (33). Note that the displayed CIs are approximate (see in text).
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(25, 59, 60). These studies point toward a moderate positive sur
vey–field correlation. We briefly describe them below.

Hainmueller et al. (59) studied data from Switzerland in 
which some municipalities used referendums to vote on the nat
uralization applications of immigrants. In the referendums, vot
ers received a leaflet with a short description of the applicant, 
including information about their attributes, such as age, educa
tion, and so on, and then cast a secret ballot to accept or reject in
dividual applicants. Voters decided over thousands of immigrants 
with varying characteristics, allowing identification of how much 
each particular attribute affected the probability of being 
accepted by voters in a real-world setting. Ten years later, the au
thors conducted survey experiments in which survey respondents 
completed a hypothetical referendum task, choosing whether to 
accept or reject hypothetical immigrant profiles based on similar 
attributes as in the real referendums. The authors then used esti
mates of attribute importance from their survey data to generate 
predicted probabilities of acceptance for each of the immigrant 
applications from the real referendums. These survey-based pre
dictions were correlated at 0.5 (on average) with the probabilities 
of acceptance for each application generated by the model that 
was fitted to the actual referendum data. In other words, the 
survey-based estimates were correlated with the field-based esti
mates at an average of 0.5, even despite a 10-year gap between the 
two sets of estimates.

Another piece of evidence comes from Coppock and Green (60), 
who examined paired survey and field effect sizes from 12 differ
ent studies of political behavior phenomena. They estimated an 
overall rank-order correlation of 0.73 between the pairs of 
estimates.

A final piece of evidence comes from O’Keefe (25). One mech
anism through which in-survey message effects may be poorly 
correlated with field effects is that the outcome variable in a sur
vey is typically self-reported (e.g. behavioral intentions) whereas 
the outcome in the field is the actual behavior. O’Keefe con
ducted a meta-analysis of 317 studies in which 2 messages 
were compared (e.g. a loss-framed message vs. a gain-framed 
message) on different outcome variables: self-reported out
comes (intentions, attitudes) and behavioral outcomes. He ex
amined how often the direction of the difference between 
messages was the same on the different types of outcomes, 
such as the loss-framed message having a larger effect than 
the gain-framed message on behavioral intentions as well as 
on behavior. He found that in 82% of possible comparisons (49/ 
60), the direction of the difference between messages was the 
same on the attitude outcome as it was on the behavioral out
come; while, in 94% of possible comparisons (102/109), the direc
tion was the same on the behavioral intention outcome as it was 
on the behavioral outcome.

These percentages (82%, 94%) imply correlations of at least 0.85 
between the message effects estimated on the self-reported out
comes and those estimated on the behavioral outcomes. To see 
this, we conducted a simple simulation in which we sampled 
two “messages” from a bivariate normal distribution, and selected 
the message with the highest value on the first dimension. We 
then recorded whether this was also the message with the highest 
value on the second dimension; that is, whether the rank order of 
the message values was the same on both dimensions. When the 
true correlation between messages is set to 0.85, the sampled 
messages have the same rank order ∼82% of the time. Thus, the 
O’Keefe study suggests that the survey–field correlation is not dra
matically attenuated by the fact that survey experiments rely on 
self-reported outcomes.

In sum, there is very limited evidence regarding the value of the 
survey–field correlation in message effects. However, the little evi
dence that does exist is either inconclusive or points toward at 
least a moderate or even strong correlation. Thus, considering 
the evidence together, we settle on a best-guess correlation of 
0.5 between in-survey and in-field message effects for our context. 
To give an intuitive sense of what this means, a correlation of 0.5 
implies that, if a campaign were to correctly identify the best of 2 
different messages in a survey experiment, that message would 
also be the best message in the field ∼66% of the time (this per
centage is determined using the same simulation approach as de
scribed in the previous paragraph). Reflecting the limited 
evidence, we use wide pessimistic and optimistic values for the 
correlation: 0.2 and 0.8, respectively. Finally, we note that referen
ces [61–68] are referred to from the Supplementary material.
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Supplementary material is available at PNAS Nexus online.
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