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Abstract
According to various sources the world is likely to witness another pandemic on the scale of
COVID-19 in the future. How can the social and behavioral sciences contribute to a successful
response? Here we conduct a cost-effectiveness analysis of an under-evaluated yet promising tool
from modern social and behavioral science: the randomized controlled trial conducted in an online
survey environment (“in-survey RCT”). Specifically, we analyze whether, in a pandemic context, a
public health campaign that uses an in-survey RCT to pre-test two or more different message
interventions — and then selects the top-performing one for their public outreach — has greater
impact in expectation than a campaign which does not use this strategy. Our results are threefold.
First, in-survey RCT pre-testing is plausibly cost-effective for public health campaigns with typical
resources. Second, in-survey RCT pre-testing has potentially powerful returns to scale: for
well-resourced campaigns, it looks highly cost-effective. Third, additional evidence for several key
parameters could both confirm these patterns and further increase the cost-effectiveness of
in-survey RCT pre-testing for public health campaigns. Together our results suggest in-survey RCT
pre-testing can plausibly increase the impact of public health campaigns in a pandemic context
and identify a research agenda to inform pandemic preparedness.
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The COVID-19 pandemic is estimated to have caused an excess 18–33 million deaths

worldwide as of the end of 2023 1. According to various sources, there is a distinct

possibility the world will witness another pandemic with similar or greater capacity for

harm in the coming decades 2–6. For example, the UK government’s 2023 National Risk

Register estimates a 5–25% likelihood of a reasonable worst-case pandemic in the next

five years 6. Such considerations have motivated a renewed focus on what societies can

do to prepare for and respond to future public health emergencies 5,7–14, including

advances in social and behavioral science. To that end, the World Health Organization

recently designated public engagement and communication a key area for research and

development to improve society’s future pandemic response 5 (see also 15).

In the early months of the COVID-19 pandemic, a collaboration of social and behavioral

scientists published an article entitled, “Using social and behavioural science to support

COVID-19 pandemic response” 16, which presented a narrative review of behavioral

science theories and past empirical findings to help practitioners “align human behavior

with [public health] recommendations.” Much of the article focused on recommendations

for public communication; advising on what communicators could say, and how they

could say it, in order to best encourage uptake of the recommended behaviors. The article

was highly influential, being cited thousands of times during the first two years of the

pandemic and is said to have influenced the COVID-19 policy of governments 17.

In this paper, we analyze a contribution of modern social and behavioral science research

that was omitted in the aforementioned influential review, but that nevertheless holds

great promise to reliably improve the impact of public communication during a pandemic.

The contribution we analyze is not a specific theory or past empirical findings, but rather a

relatively widespread method of modern social and behavioral science research: the

randomized controlled trial conducted in an online survey environment, or “in-survey RCT.”

In-survey RCTs involve recruiting people online to complete a survey, randomly assigning

them to receive one of several different message interventions, and then measuring their

beliefs, attitudes and/or behavioral intentions. Since online labor markets like Amazon’s

Mechanical Turk were popularized in the early 2010s 18,19, in-survey RCTs have become a

widespread method for conducting social and behavioral science research 20–25. They are

typically much cheaper and faster to conduct than RCTs in the field or in a physical lab,
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and allow for causal inference to be done with larger and often more diverse samples than

would otherwise be available in lab settings. In many countries, online panels of survey

respondents are now widely available for conducting in-survey RCTs.

The primary way in which in-survey RCTs are used in the social and behavioral sciences is

to test hypotheses with the goal of advancing theory. For example, scientists often use

in-survey RCTs to investigate questions like: “are messages of type X (e.g. narrative

format) more effective than messages of type Y (e.g. non-narrative format) at changing

people’s beliefs, attitudes and/or behavior?” 26,27 Based on the findings of such studies,

scientists derive and refine theories about what makes a message effective, and can use

these theories to advise public health communicators on the types of messages they

should develop. Indeed, this was the model of behavioral science followed by the

influential review article described above 16. Crucially, however, in-survey RCTs can be used

for another, complementary, goal by public health communicators: to rigorously pre-test

two (or more) specific messages they have developed — to identify which one is most

effective — before rolling out the top-performing message in their public outreach 28.

This in-survey RCT pre-testing strategy promises to complement a theory-based approach

to public health communication because research from across the social and behavioral

sciences suggests that what makes a message “effective” is highly context-dependent

and challenging to predict ex ante, even for domain experts 27,29–35. For example, in a

recent study of messages encouraging flu vaccination, behavioral scientists’ predictions

about the effects of the messages were uncorrelated with the actual effect of the

messages 30. Or consider a recent meta-analysis of 1,149 studies that examined the

effectiveness of 30 different principles of message development 27. The results showed

that, while some principles (e.g. narrative format) were more effective on average across

contexts, the effectiveness of each principle was highly variable between contexts — such

that the opposite principle (non-narrative format) was in fact more effective in many

contexts. Furthermore, it appears that many of our theories are currently unable to reliably

predict this contextual variation 27,30,33. Thus, in-survey RCT pre-testing promises to

complement theory- and expert-based approaches to public health communication by

enabling practitioners to rapidly and cheaply identify which one of several messages is

most effective in a new, idiosyncratic, or dynamic context — such as a novel pandemic.
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However, despite its promise, the value of in-survey RCT pre-testing for improving the

impact of public health communication depends crucially on assumptions that have not

been characterized and remain poorly understood. Moreover, behavioral scientists

working in the COVID-19 context have expressed skepticism that survey-based testing

methods can reliably inform public health communication 36. In this paper, we thus

systematically investigate whether and to what extent in-survey RCT pre-testing would

reliably improve the impact of public health campaigns in a pandemic context; under what

assumptions it would do so; and what existing evidence says about those assumptions.

Specifically, we conduct a cost-effectiveness analysis of in-survey RCT pre-testing for

public health campaigns in the context of a pandemic. Importantly, we anchor our

cost-effectiveness estimates to a recent meta-analysis of real public health campaigns

that were conducted during the COVID-19 pandemic 37, the largest meta-analysis of its

kind to date. That analysis examined 376 public health campaigns that ran on Facebook

and Instagram during December 2020 to November 2021 and targeted people’s attitudes

and beliefs about the COVID-19 vaccines, finding that the average campaign spent

$105,000 and had an estimated effect of 0.55 percentage points on people’s attitudes and

beliefs. Based on this, that analysis estimated a cost of $3.41 per incremental influence

on attitudes/beliefs and $5.68 per incremental vaccination for the campaigns.

The key results of our cost-effectiveness analysis are as follows.

First, we find that in-survey RCT pre-testing is plausibly cost-effective for public health

campaigns with a budget of $105,000 — equal to the typical campaign spend in the above

meta-analysis — and could be robustly-so given more research. That is, a campaign that

conducts in-survey RCT pre-testing has higher expected impact than a campaign that

conducts no such pre-testing, despite both campaigns spending the same amount of

money overall. On the basis of the above cost-per-impact estimates, this translates to

hundreds or even thousands of additional attitudes/beliefs influenced and vaccinations

received due to the campaign. Second, in-survey RCT pre-testing has potentially powerful

returns to scale: for larger campaigns (e.g. $210,000–$420,000), in-survey RCT pre-testing

looks highly cost-effective on our estimates, netting thousands of additional
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attitudes/beliefs influenced and vaccinations received in expectation. Third, we

demonstrate that possessing accurate knowledge of several key parameter values allows

campaigns to optimize their in-survey RCT testing regime to further increase its returns.

However, the evidence for several such parameter values is currently limited; if there was

more evidence, in-survey RCT pre-testing could potentially deliver greater returns.

These results have two main implications.

The first implication of our results is that in-survey RCT pre-testing would likely have

improved the impact of many public health campaigns that ran on social media during the

COVID-19 pandemic. By extension, our results suggest this strategy would likely improve

the impact of pandemic-related public health campaigns in the future. Furthermore, our

results also point to the potential value of in-survey RCT pre-testing for public health

campaigns in general, beyond social media campaigns conducted during pandemics.

The second implication of our results is to identify a clear agenda for future research that

can enhance preparedness for, and response to, future public health emergencies.

Specifically, to obtain better evidence on several key parameter values — and potentially

further increase the returns to in-survey RCT pre-testing for public health campaigns —

research can deploy a new study design: the “parallel-megastudy” design. This design

combines two designs that are separately growing in popularity in the social and

behavioral sciences, the in-survey megastudy 38,39 and the in-field megastudy 40,41, which

involve testing many different interventions simultaneously in a survey or in the field,

respectively. In the parallel-megastudy design, an in-survey megastudy and an in-field

megastudy are conducted in parallel using the same set of intervention messages,

allowing researchers to estimate the key parameters governing the returns to in-survey

RCT pre-testing. We describe this design further in the Discussion section of this paper.

Cost-e�ectiveness analysis
Our cost-effectiveness analysis estimates whether a public health campaign that

conducts an in-survey RCT pre-test — the “testing-campaign”, for brevity — has greater

impact in expectation than a campaign that does not use this pre-testing strategy — the

5

https://www.zotero.org/google-docs/?elfBKH
https://www.zotero.org/google-docs/?Vl497M


“naive-campaign” — where both types of campaign spend the same amount of money

overall. At the core of our analysis is an expression that compares the expected impact of

the testing-campaign to the expected impact of the naive-campaign. This expression is

explained in full in Methods section 1; below we briefly give the intuition.

The expected impact of the testing-campaign depends on the trade-off between two

quantities: (a) the expected improvement in message effectiveness from conducting the

in-survey RCT pre-test versus (b) the financial cost of conducting the pre-test. This

trade-off follows an intuitive logic: the more money that is spent on the pre-test, the less

money that is left for actually running the campaign’s outreach — thus diminishing the

number of people it is able to reach. However, if pre-testing allows the campaign to

identify a sufficiently-more-effective message, then the diminished reach of their

communication can be offset by a greater per-person impact among those exposed to it.

How these two quantities trade off in practice depends upon the values of various

parameters. For example, suppose that there is very little variation between the effects of

different intervention messages. In this case, using an in-survey RCT to identify which one

of several different messages is most effective may require a very large sample of survey

respondents to reliably identify which message is most effective. This will increase the

cost of the in-survey RCT, all else equal, because it costs money to recruit survey

respondents. If the cost is large, then identifying a more effective message may not

compensate for it. The full list of parameters we consider in our analysis is in Methods

section 2, but below we briefly describe three key parameters that determine the

improvement in message effectiveness that is possible from in-survey RCT pre-testing.

First, there is the true variation in effect sizes across different messages. This parameter

captures how much more effective some messages are than others. The larger the value

of this parameter, the easier it is to identify more effective messages, all else equal,

because there is greater variation between different messages’ effectiveness. For

convenience, we operationalize this parameter as the true standard deviation in message

effects divided by the effect size of the average message. For example, a variation

parameter of 0.5 says that one standard deviation in message effects is equal to one-half

of the effect size of the average message (for further detail, see Methods section 2).

6



Second, there is the true effect size of the average message in the survey environment. In

our analysis, the larger the true effect size of the average message in-survey, the easier it

is to identify more effective messages in the RCT, all else equal, as larger effect sizes are

easier to detect. Third, there is the correlation between the true effects of messages in the

survey environment and the true effects of those messages in the “field” — that is, when

communicated in an actual campaign context. If this correlation is zero, then in-survey

RCT pre-testing provides no signal about which message will be most effective in the field

and thus provides no value. By contrast, if the correlation is positive, then in-survey RCT

pre-testing can provide a reliable signal about which message is likely to be most effective

in the field. The more positive the correlation, therefore, the more valuable in-survey RCT

pre-testing is for improving campaign impact, all else equal, because the top-performing

message in-survey is more likely to also be the top-performing message in the field.

For each unique combination of the parameter values, we simulate three-thousand

in-survey RCT pre-tests to estimate the expected improvement in message effectiveness

for the testing-campaign (details in Methods section 3). We consider two different testing

“regimes” for how the testing-campaign decides on the number of intervention messages

and survey respondents to include in its RCT. Under the “bare-minimum” testing regime,

the campaign tests just two different messages, and uses a heuristic for recruitment:

n=300 respondents per message. In contrast, under the “optimal” testing regime, we

assume the campaign has perfect knowledge of the true parameter values and chooses

the number of messages and survey respondents for the RCT that maximizes the

expected increase in impact given this knowledge (see Methods section 3 for further

details). Thus, the difference in performance between the two testing regimes illustrates

the benefit of possessing perfectly accurate knowledge of the true parameter values.

Results

Returns to in-survey RCT pre-testing for a typical campaign

Figure 1 shows the expected impact of the testing-campaign over the expected impact of

the naive-campaign across the full parameter space — which we call a “relative-impact

curve” — where each campaign has a budget of $105,000. Recall that $105,000 is the
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average campaign spend from the Athey et al. meta-analysis 37 of 376 real public health

campaigns that ran on Facebook/Instagram through 2021. Figures 1a and 1b show the

relative-impact curve under the bare-minimum and optimal testing regimes, respectively.

Across the majority of the parameter space, in-survey RCT testing is cost-effective for a

budget of $105,000: the testing-campaign has higher expected impact than the

naive-campaign, as indicated by a relative-impact curve greater than 1 (shown in red in

Figure 1). However, in some parts of the parameter space, it is not cost-effective: the

testing-campaign has lower expected impact than the naive-campaign, indicated by a

relative-impact curve smaller than 1 (shown in gray in Figure 1). Indeed, the returns to

in-survey RCT testing depend strongly on the true values of the parameters, ranging from

the testing-campaign having lower impact than the naive-campaign to it having as much

as +35% higher impact in expectation under the bare-minimum testing regime (Figure 1a)

and +80% higher impact in expectation under the optimal testing regime (Figure 1b).
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Figure 1. Relative-impact curves for a public health campaign with a budget of $105,000. Panel (a) shows the results for the
bare-minimum testing regime and panel (b) shows the results for the optimal testing regime. The panels beneath the main top
panel show the parameter values corresponding to the value of the relative-impact curve (similar to a “specification curve” 42).
There is a clear trend such that, when the survey-field correlation and variation-in-effects parameters are larger, the
relative-impact curve is also larger — indicating that campaign impact receives a greater boost from in-survey RCT pre-testing.
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Thus, an important question is: Which parameter values are most plausible? On the basis

of existing evidence (see Methods section 4 for an evidence review), we determined a

“best guess” set of parameter values as: an in-survey mean message effect size of 0.1

standard units; a correlation of 0.5 between survey and field effects; and a variation in the

message effects of 0.4 — which, recall, should be interpreted in the following way: one

standard deviation in message effects is equal to two-fifths of the mean effect (i.e.

0.4*0.1 = 0.04). Concretely, these parameter values imply that the true in-survey effects of

most messages fall between 0.06 and 0.14 standard units (i.e. the mean ±1 SD). These

parameter values also imply that, if one were to correctly identify the best of two different

messages in a survey RCT, that message would also be the best message in the field

~66% of the time; far from perfect, but above chance (50%) (see Methods section 4 for

details). In this scenario, for a $105,000 campaign, in-survey RCT testing under the

bare-minimum testing regime increases campaign impact by 4% in expectation. At a cost

of $3.41 per incremental influence on attitudes/beliefs and $5.68 per incremental

vaccination, as estimated by Athey et al. 37, this implies an extra ~1,200 people’s

attitudes/beliefs influenced and ~700 extra people vaccinated, respectively (Figure 1a).

Under an optimal testing regime, the expected increase in impact is 8%, implying an extra

~2,500 attitudes/beliefs influenced and ~1,500 extra people vaccinated (Figure 1b).

Nevertheless, there is of course uncertainty about whether the set of best-guess

parameter values is correct — especially the values of the correlation and variation

parameters, for which relevant prior research is limited (see Methods section 4).

Therefore, we also consider more pessimistic and optimistic sets of parameter values.

Consider first a pessimistic scenario in which the mean message effect size is 0.05

standard units, the survey-field correlation is 0.2 and the variation in message effects is

0.2. This scenario implies that most in-survey message effects fall between just 0.04 and

0.06 standard units, and that correctly identifying the best of two different messages

in-survey translates to identifying the best message in the field only ~56% of the time; that

is, barely above chance (50%). In this unforgiving scenario, in-survey RCT testing is not

cost effective for public health campaigns that have a budget of $105,000. Spending

money to conduct the in-survey RCT test in an effort to identify a more effective message

does not compensate for the less money subsequently available to actually run the public
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outreach. Consequently, a campaign operating under the bare-minimum testing regime

influences fewer attitudes/beliefs and results in fewer vaccinations than the

naive-campaign in expectation (Figure 1a). A campaign operating under the optimal

testing regime recognizes that testing is not cost-effective, and thus foregoes it — as a

result, their expected impact is simply equal to that of the naive campaign (Figure 1b).

Now consider a more optimistic scenario in which the mean in-survey effect size is 0.2

standard units, the survey-field correlation is 0.8 and the variation in message effects is

0.6. This scenario implies that most in-survey message effects fall between 0.08 and 0.32

standard units, and that correctly identifying the best of two different messages in-survey

translates to identifying the best message in the field ~79% of the time. In this scenario,

in-survey RCT testing is highly cost-effective, resulting in thousands of extra

attitudes/beliefs influenced and vaccinations received in expectation for a $105,000

campaign — under either of the testing regimes (Figure 1).

In summary, in-survey RCT pre-testing is cost-effective for a typical campaign given our

best-guess assumptions about the true values of the parameters and is highly

cost-effective on more optimistic assumptions. Furthermore, on pessimistic assumptions

about the parameter values, the downside appears small enough for the bare-minimum

regime (Figure 1a) that, even assuming each of the different parameter sets are equally

likely to be true, campaigns with a budget of $105,000 would still benefit in expectation

from conducting an in-survey RCT pre-test. In Appendix 1, we show this formally. In

Appendix 1 we also show that, even if one puts somewhat higher probability on the

pessimistic set of parameter values being true, in-survey RCT pre-testing with a

bare-minimum testing regime remains cost-effective on our estimates. Nevertheless, it is

important to also reiterate that, if the pessimistic set of parameter values is in fact true,

then in-survey RCT pre-testing (as we operationalize it here) is not cost-effective for a

public health campaign with a budget of $105,000. As a result, if campaigns are

risk-averse — that is, they want to avoid the risk of performing worse than if they had gone

without any RCT testing whatsoever — it is especially important for future research to

produce more and better evidence to determine the true values of the parameters.
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Returns to in-survey RCT pre-testing for smaller and larger campaigns

In our analysis thus far we have focused on a public health campaign with a budget of

$105,000, the typical campaign spend in the Athey et al. meta-analysis 37 of COVID-19

social media campaigns. Now we consider campaigns with alternative budgets. The

standard deviation in campaign spend in the aforementioned meta-analysis was

approximately $327,000, implying that some public health campaigns were considerably

better funded than others. This raises the important question of how the returns to

in-survey RCT pre-testing scale with the resources available to the campaign.

To analyze this question, Figure 2 shows the estimated relative-impact curves for

campaigns with three different budgets: $52,500 (Figure 2a), $210,000 (Figure 2b) and

$420,000 (Figure 2c). To ease interpretation, the panels that show the corresponding

parameter values are omitted from Figure 2, but can be viewed in full in Appendix 2.

Figure 2 implies that in-survey RCT pre-testing has powerful returns to scale. For example,

for campaigns with a budget of $210,000 or $420,000, in-survey RCT testing is

cost-effective under a wide range of parameter values, and is expected to net many

thousands of extra attitudes/beliefs influenced and vaccinations received under the

best-guess set of parameter values. For a $52,500 campaign, in contrast, whether

in-survey RCT testing is cost-effective or not depends more strongly on the parameter

values — yet, even for this budget, it is estimated to remain borderline cost-effective under

the best-guess scenario. Furthermore, as with the results for a $105,000 campaign, the

expected decrease in impact if the pessimistic assumptions are true is outweighed by the

expected increase in impact if the best-guess or optimistic assumptions are true. Thus,

in-survey RCT pre-testing with a bare-minimum testing regime is beneficial in expectation

even if one assumes each of the different parameter sets are equally likely, and remains

so even if one assumes the pessimistic set is somewhat more likely (Appendix 1).
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Figure 2. Relative-impact curves for campaigns with budgets other than $105,000. The full
plots with the corresponding panels showing the parameter values are in Appendix 2.
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Benefit of possessing accurate knowledge of the parameter values

Figures 1 and 2 show that the returns to the optimal testing regime are considerably larger

than that of the bare-minimum testing regime. Therefore, public health campaigns seeking

to maximize their impact would implement an optimal testing regime for their in-survey

RCT pre-test. However, the advantage of the optimal regime relies on perfect knowledge

of the true parameter values, which campaigns do not have. In reality, campaigns could

optimize their testing regime for one set of parameter values when in fact the true values

are quite different. In this section, we consider the consequences of such a mistake.

Specifically, we examine the returns to an in-survey RCT pre-test that is optimized for the

best-guess values of the parameters when in fact the true values are different (e.g. more

pessimistic or optimistic). Figure 3 shows these results for campaigns with each of the

budgets we have considered thus far. (As with Figure 2, to ease interpretation, the panels

that show the corresponding parameter values are omitted from Figure 3, but can be

viewed in full in Appendix 3.) Figure 3 underscores the benefit of possessing accurate

knowledge of the parameter values. While an in-survey RCT test optimized for the

best-guess parameter values performs well in some areas of the parameter space, in

other areas of the space it performs quite badly — in particular, when the true parameter

values are on the pessimistic side. Indeed, when the true parameter values are

pessimistic, the mistakenly-optimized testing regime performs worse even than the

bare-minimum testing regime (compare Figure 3 vs. Figures 1 and 2). The reason for this

is that the campaign significantly overspends on running the RCT pre-test. This illustrates

that, while the gains from optimized-testing can be greater than for a non-optimized (e.g.

bare-minimum) testing regime, the losses can also be greater. This in turn underscores

the importance of possessing accurate knowledge of the parameter values and for future

research to produce more and better evidence to determine their true values.
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Figure 3. Relative-impact curves for public health campaigns when their in-survey RCT
pre-testing regime is optimized for the best-guess set of parameter values. The full plots
with the corresponding panels showing the parameter values are in Appendix 3.

Cost of RCT expertise

In a final analysis, we consider the fact that many public health campaigns may not have

the expertise and/or infrastructure to conduct survey RCTs in-house, and so may need to

partner with other actors in order to actually run an in-survey RCT pre-test. Such a

partnership could impose further financial costs on the campaign, which will reduce the

returns to in-survey RCT pre-testing. For example, on a consultant-model, campaigns

could hire an organization with expertise in conducting in-survey RCTs. The cost of this

service itself, over and above the cost of the survey respondents (which we already model

in our analysis), is difficult to know in general — so we consider a range of additional

15



flat-cost possibilities: $1000, $3000, and $10,000. Notably, however, there are alternatives

to the consultant-model which may be more appealing to public health campaigns.

For instance, the survey RCT designs considered in our analysis are relatively simple,

involving just a handful of different intervention messages and simple random

assignment; programming the survey RCT and analyzing its data is thus relatively

straightforward. Indeed, many social and behavioral scientists working in academia

regularly perform these tasks as part of their research, and do so with little difficulty.

Therefore, an alternative model which is likely more cost-effective for public health

campaigns is partnering with academia. Such partnerships could take a variety of forms,

and reflect either bespoke one-offs or instead be institutionalized in academic-practitioner

networks; an idea that has precedence 43 and was recently recommended by a review of

the role of social/behavioral science in the COVID-19 response 17. Such partnerships might

involve an agreement whereby, in exchange for running the survey RCTs, the academic

researchers have right-to-publish the results in a scientific journal. As well as proving more

cost-effective for public health campaigns, institutionalized partnerships could also act as

accelerators for scientific learning: centralizing large amounts of data from RCTs testing

real public health communication interventions, which researchers could subsequently

analyze using meta-analysis. This is a potentially fruitful model for increasing both the

impact of public health communication, especially in the context of a novel pandemic, as

well as scientific understanding — but we leave its fleshing out to future work.

Figure 4 shows the results of this analysis. Specifically, it shows the relative-impact scores

for public health campaigns with different budgets, as a function of their RCT testing

regime, the true parameter values, and the amount of money spent on hiring RCT

expertise. Recall that relative-impact scores larger than 1 indicate in-survey RCT

pre-testing is estimated to be cost-effective. Thus, the key takeaway of Figure 4 is that, for

a typical campaign (budget $105,000), in-survey RCT pre-testing likely remains

cost-effective under small ($1000) and moderate ($3000) expertise costs. However, under

large costs ($10,000) it does not. In contrast, for campaigns with larger budgets, in-survey

RCT pre-testing likely remains cost-effective even under large expertise costs. Finally,

campaigns with smaller than average budgets ($52,500) can only tolerate small expertise

costs before in-survey RCT pre-testing is likely no longer cost-effective on our estimates.
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Figure 4. Relative-impact score as a function of different campaign budgets (facet rows),
RCT testing regimes (facet columns), true values of the parameters (x axis), and amounts
of money spent on hiring RCT expertise (colors). Relative-impact scores <1 indicate that
in-survey RCT pre-testing is not cost-effective; scores >1 indicate that it is cost-effective.
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Discussion
Following the worst of the COVID-19 pandemic, the World Health Organization designated

public engagement and communication one of several priority areas in need of further

research and development to improve society’s response to future pandemics 5 (see also
15). In this paper, we responded to this call by conducting a systematic cost-effectiveness

analysis of in-survey RCT pre-testing as a strategy for improving the impact of public

health campaigns in a pandemic context. Our results suggest this strategy would likely

have improved the impact of many public health campaigns that ran on social media

during the COVID-19 pandemic. By extension, our results suggest this strategy would likely

improve the impact of similar public health campaigns in the future.

Importantly, our results rigorously quantify the importance of several parameters for the

returns to in-survey RCT pre-testing; most notably, the variation in message effects, and

the correlation between in-survey effects and those effects in the field (i.e. in an actual

public health campaign). These parameters strongly determine the improvement in impact

that is possible from in-survey RCT pre-testing. Moreover, possessing good information

about the values of these parameters allows the RCT pre-testing regime to be optimized —

thereby enabling further improvements in impact. While there is some existing evidence

that can speak to the plausible values of these parameters, it could be much improved

(see Methods section 4). To improve this evidence, future research in public health

communication should deploy a new study design: the “parallel-megastudy” design. This

design combines two existing designs, the in-survey megastudy 38,39 and the in-field

megastudy 40,41, both of which involve testing many different interventions simultaneously.

In the parallel-megastudy design, an in-survey and in-field megastudy are conducted in

parallel using the same set of intervention messages. As a result, the parallel-megastudy

design allows researchers to estimate the two most key parameters that we identify in our

analysis as governing the returns to in-survey RCT pre-testing: the variation in message

effects and the correlation between in-survey effects and in-field effects. The

parallel-megastudy design can thus rapidly advance scientific understanding of the

returns to in-survey RCT pre-testing for public health communication.
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Our results are anchored to the details of hundreds of public health campaigns that ran on

Facebook and Instagram during the COVID-19 pandemic 37, and therefore apply most

readily to similar contexts — namely, social media campaigns conducted during a novel

pandemic. However, here we highlight some broader implications for public health

campaigns in other contexts. On the basis of our results, it is plausible that public health

campaigns whose goal is to encourage vaccination for other diseases (e.g. flu, HPV, etc.)

or other health behaviors (e.g. smoking cessation, contraceptive use, clinic visits, etc.)

could improve their impact via in-survey RCT pre-testing. This is especially likely to be the

case for campaigns with budgets larger than $200,000, owing to the comparatively cheap

cost of running an in-survey RCT. Importantly, the parameters that may be most likely to

vary across different public health contexts, and thus most affect the generalizability of

our results, are: (1) the cost of developing messages to test in an RCT, as well as (2) the

in-survey average effect size of the messages, (3) the variation in their effect sizes, and (4)

the correlation between survey and field effect sizes. In contexts where the values of

these parameters may be expected to depart considerably from our analysis — especially

in a more costly/pessimistic direction — our results should be generalized with caution.

Now we highlight some more general limitations of our analysis and results.

First, readers should not mistake potentially large relative increases in campaign impact

due to in-survey RCT testing (e.g. 20%) for large absolute increases in campaign impact.

On the contrary, our analysis shows that, even for the best-resourced campaigns operating

under optimistic assumptions, the expected increase in impact from in-survey RCT testing

is limited to tens of thousands of additional attitudes/beliefs influenced and vaccinations

received. In other words, even in the best case, it is clear that in-survey RCT testing can

only form a small part of a successful pandemic response. Indeed, more broadly, we

concur with other scholars that the potential impact of interventions encouraging

individual-level behavior change — such as public health campaigns — typically comes a

distant second to the impact of policy- and other system-level interventions 44. While

interventions encouraging individual-level behavior change can cost-effectively contribute

to a successful outcome, this asymmetry in impact should be kept in mind 45.
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Second, our analysis does not detract from the importance of field RCTs for evaluating the

impact of public health campaigns. While our results suggest that in-survey RCT

pre-testing can improve the impact of such campaigns, field RCTs are necessary to

understand the magnitude of the campaigns’ impact in the real world, and whether it is

worth the cost of running them to begin with. If zero people are willing or able to watch a

public health campaign’s video on social media, for example, then no amount of in-survey

RCT pre-testing of the video’s content will be able to improve the impact of the campaign.

Third, to compute the additional numbers of vaccinations expected due to in-survey RCT

testing, our analysis relied on the cost per incremental vaccination estimated by Athey and

colleagues 37 in their the meta-analysis of COVID-19 social media campaigns. Their

estimate assumes that changing people’s self-reported attitudes, beliefs and/or intentions

to get vaccinated converts to actual vaccinations at a rate of 0.6. In other words, if ten

people were to report being in favor of the COVID-19 vaccinations when previously they

were opposed, we should expect six of them to actually get vaccinated. This discount rate

represents the well-known “intention-behavior gap” 46,47. If the discount rate is smaller than

0.6, then our estimates of the number of additional vaccinations should also be

correspondingly shrunk. Notably, estimates of the discount rate from other research

studies (conducted in various different contexts) are between 0.33 and 0.55 46–49.

Fourth, another assumption made in our analysis for which there is currently no relevant

evidence either way is that the variation in message effects in the field is proportional to

the variation in message effects in the survey — even if the absolute effect sizes are much

smaller in the field (as is to be expected). If the variation in message effects in the field is

proportionally larger than in the survey, our analysis will underestimate the returns to

in-survey RCT pre-testing; if the reverse is true, our analysis will overestimate its returns.

Notably, the parallel-megastudy design we describe above can also bring evidence to bear

on this question, further highlighting the value of this design for advancing scientific

understanding of the returns to in-survey RCT pre-testing for public health communication.

To conclude, we reiterate that various sources suggest the next pandemic is a question of

“when” not “if” 2–6. Understanding how the social and behavioral sciences can contribute

to a successful response is a worthwhile goal — one that we aimed to advance here.
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Methods

1 Expression for cost-e�ectiveness analysis

In this section we describe the expression used in the cost-effectiveness analysis. To ease

interpretation, before writing out the full expression we will explain its constituent parts.

Consider first the impact of a naive-campaign, given by the following expression:

(1)
𝑏𝑢𝑑𝑔𝑒𝑡 − 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑐𝑟𝑒𝑎𝑡𝑖𝑛𝑔 𝑜𝑛𝑒 𝑚𝑒𝑠𝑠𝑎𝑔𝑒

𝐶𝑃𝐼

The “CPI” term represents the cost-per-person-influenced of the campaign; for example,

$3.41, as estimated by Athey et al. 37. The budget is the overall budget of the campaign;

for example, $105,000, the average campaign spend in the aforementioned meta-analysis.

Thus, expression 1 estimates how many people would be influenced by the

naive-campaign, where there is no in-survey RCT pre-testing; the campaign simply creates

one message and spends their remaining budget disseminating it in their public outreach.

For instance, if creating a message (e.g. a brief social media video) costs $1000, then, on

the above numbers, expression 1 would imply that (105000 – 1000) / 3.41 = 30,499

people would have their attitudes/beliefs influenced by the naive-campaign in expectation.

Now consider the impact of a testing-campaign, given by the following expression:

(2)
𝑏𝑢𝑑𝑔𝑒𝑡 − 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑡𝑒𝑠𝑡𝑖𝑛𝑔

𝐶𝑃𝐼  × 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡

Here, the campaign’s budget gets modified by the cost of testing — which is equal to the

cost of creating two or more messages and running an in-survey RCT pre-test — before

being divided by the CPI. The resulting number then gets multiplied by the expected

improvement in message effectiveness achieved from the campaign conducting the

in-survey RCT test and selecting the message with the largest point-estimate for

disseminating in their public outreach. For example, let us assume that the cost of testing

is $5,000 and allows the campaign to identify messages that are 10% more effective than

average in expectation. Using the same campaign budget and CPI as in the example for
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expression 1, expression 2 implies that ((105000 – 5000) / 3.41) * 1.1 = 32,258 people

would have their attitudes/beliefs influenced by the testing-campaign in expectation.

Taking the ratio of the two expressions above (and simplifying the result) gives the key

expression for the relative impact score of the testing-campaign vs. the naive-campaign:

(3)
(𝑏𝑢𝑑𝑔𝑒𝑡 − 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑡𝑒𝑠𝑡𝑖𝑛𝑔) 

(𝑏𝑢𝑑𝑔𝑒𝑡 − 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑜𝑛𝑒 𝑚𝑒𝑠𝑠𝑎𝑔𝑒)  × 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡

If the output of expression 3 is greater than 1, then in-survey RCT pre-testing improves

campaign impact in expectation and is therefore cost-effective. As expression 3 shows,

and as discussed in the main text, whether or not in-survey RCT pre-testing improves

campaign impact in expectation depends on the trade-off between two quantities: the

expected improvement in message effectiveness from doing the pre-test versus the cost

of doing the pre-test. This trade-off follows an intuitive logic, as described in the main text.

2 Description of analysis parameters

Methods Table 1 shows the key parameters and their corresponding values examined in

our analysis. The subsections below explain each parameter in the table.
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Methods Table 1. Parameters and values examined in our cost-effectiveness analysis.

Parameter Values analyzed

Campaign budget $52.5k, $105k, $210k, $420k

Cost per message (e.g., production of a brief video) $1000

Cost per survey respondent $0.75

Cost of RCT expertise $0, $1000, $3000, $10,000

True mean effect size in-survey (in standardized units) 0.05, 0.1, 0.2

True variation in effects across messages
(operationalized as the standard deviation in message
effects divided by the average message effect)

0.1–0.8

True correlation between survey and field effects 0.1–0.9

Campaign budget

As described in the main text, in order to choose campaign budgets for our analysis, we

referred to a large meta-analysis of 376 real public health campaigns that ran on social

media through 2020 and 2021 that targeted people’s beliefs and attitudes about the

COVID-19 vaccines 37. The average campaign spend was approximately $105,000, with a

standard deviation of approximately $327,000, implying that some campaigns had

substantially larger budgets than average. Thus we consider a range of budgets.

Cost per message

There are various different messaging formats that campaigns could use for their public

health communications, with plausibly different production costs for the messages. In line

with our focus on the aforementioned meta-analysis of COVID-19 social media

campaigns, we assume the messages are brief social-media-style videos. The cost of

producing one such video is likely to depend upon where it is commissioned. According to

the popular marketplace Upwork (https://www.upwork.com/), many “social media

videographers” charge between $50 and $100 per hour. Therefore, we assume a per-video

cost of $1000, which translates to 10-20 hours of work by a social media videographer.
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Cost per survey respondent

For the cost per survey respondent, we refer to popular survey providers used by

behavioral scientists, such as Prolific (https://www.prolific.co/) and Cloud Research

(https://www.cloudresearch.com/). For a 3-minute survey that pays $11 per hour, the cost

per survey respondent on Prolific is approximately $0.75, inclusive of their service fee (on

Cloud Research the figure is similar). Thus we assume a cost of $0.75 per respondent.

Notably, this cost is for a convenience sample not a national probability sample.

Cost of RCT expertise

This parameter is explained in detail in the main text; thus, we refer readers there. Note

that, for the results presented in Figures 1–3, the RCT expertise cost is assumed to be $0.

Truemean e�ect size in-survey

This parameter refers to the true (i.e. latent) mean effect size in the survey environment,

not the estimated mean effect size in a particular survey RCT. This distinction is important

insofar as the estimated mean effect size in a particular survey RCT need not equal the

true mean effect size due to sampling variability. We consider values of 0.05, 0.1 and 0.2

standard units, which are all considered small/tiny effect sizes by conventional academic

standards 50. In Methods section 4 we describe the evidence that informs these choices.

True variation in e�ects

This parameter refers to the true variation in effect sizes across messages, normalized by

the effect size of the average message (i.e. the true mean effect size) — sometimes called

a “coefficient of variation”. This normalization is particularly convenient because it allows

us to more easily compare and aggregate the variation in effect sizes estimated in

different studies (described later in Methods section 4). We consider values that range

from 0.1 to 0.8 in increments of 0.1. A value of 0.1 implies that one standard deviation in

message effects is equal to one-tenth of the average message effect; in other words, it

implies that the messages barely vary from the average effect. By contrast, a value of 0.8

implies that one standard deviation in message effects is equal to four-fifths of the

average message effect; and, thus, that we should expect a substantial minority of

messages to have effects that are in the opposite direction to that of the average
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message — so-called “backlash” effects. Given that backlash appears uncommon 51–53, a

value of 0.8 is a reasonable upper bound on the likely variation in message effects. In

Methods section 4 we describe further evidence that informs these choices.

True correlation between survey and field e�ects

This parameter refers to the correlation between the true effects of messages in the

survey environment and the true effects of those messages in the field (i.e. an actual

campaign). There are several reasons why this correlation may be less than 1.

For example, there may be between-person heterogeneity in the effects of different

messages (e.g. among highly-educated respondents, message X is more effective than

message Y, whereas among less educated respondents the reverse is true). If the survey

sample of respondents does not represent the target population for the campaign (e.g.

highly-educated respondents are overrepresented in-survey), then the most effective

message in the survey may not be the most effective message in the field, thereby

diminishing the survey-field correlation in message effects and the value of in-survey RCT

pre-testing. (Notably, high-quality evidence suggests that between-person heterogeneity in

message effects tends to be small 54,55, though even small absolute differences could still

have important implications for campaign impact 56.) Another reason why the survey-field

correlation may be less than 1 is that surveys can typically only measure self-reported

outcomes (e.g. vaccination intentions), while campaigns are typically interested in

changing actual behavior (e.g. vaccination uptake). It could be that the messages’

effectiveness is not perfectly aligned across these outcome variables (e.g. message X

performs better on self-reported outcomes than message Y, but vice versa for behavioral

outcomes). This could also diminish the survey-field correlation in message effects.

Notably, there are other reasons why the survey-field correlation may be less than 1 which,

for brevity, we do not discuss in detail here (e.g. uneven decay in treatment effects across

messages, attention driving treatment effects in the field more than in-survey, etc.).

We consider a range of positive values for the survey-field correlation: from 0.1 to 0.9, in

increments of 0.1. We do not consider negative values because a correlation of 0.1 is

small enough that in-survey RCT testing would not be cost-effective for most campaigns.

In Methods section 4 we describe evidence that can speak to the value of this parameter.
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3 Simulating in-survey RCT pre-tests

For each unique set of parameter values, we simulate three-thousand in-survey RCT tests.

The purpose of this simulation is to estimate the expected improvement in message

effectiveness from running the RCT and selecting the message with the largest estimated

effect. The procedure for each of the simulated RCTs proceeds in the following steps.

First, we draw X messages from a bivariate gaussian distribution, where X is an integer

between 2 and 20. The two dimensions of the bivariate distribution correspond to the true

message effects in-survey vs. the true effects of the messages in the field. The

distribution has a mean, equal to the true mean effect size in-survey (e.g. 0.1), as well as a

covariance matrix that captures both (a) the true variation in the message effects and (b)

the true correlation between the two (in-survey vs. in-field) dimensions of the effects.

We then randomly assign each of Y simulated respondents to one of the messages, where

Y is an integer between 500 and 20,000. We also assign some of the simulated

respondents to a control group, to account for the fact that it is desirable for campaigns to

include a control group (that receives no message) to check that their messages have an

effect in the intended direction. Specifically, each message group is assigned Y/(M+1)

respondents, where M is the number of messages in the simulation. After respondents

have been assigned, we add noise to the true in-survey effect of each message to

simulate sampling variability. The noise assumes that 10% of the variance in the outcome

variable can be explained by adjusting for pre-treatment covariates (e.g. age, gender, etc.).

In a final step, we first identify the message with the largest estimated effect in the survey.

Then, we consult the vector that contains the true effects of the messages, and select the

true in-field effect size of that message. In other words, we assume that the message that

gets selected on the basis of the survey RCT exerts an effect in the actual campaign that

is equal to its true in-field effect size (similar to previous work 57).

After three-thousand simulated RCTs, we take the mean of the three-thousand selected

true in-field effects, and divide it by the true mean in-field effect. This ratio thus tells us the
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expected improvement in message effectiveness from performing the in-survey RCT

(compared to the naive-campaign that did not run any in-survey RCT test). For example, if

the ratio is 1.2, this tells us that the in-survey RCT test procedure identifies messages that

are 20% more effective than the average message in expectation. Finally, with this ratio in

hand, we use expression 3 (see Methods section 1) to compute the expected impact of

the testing-campaign and the naive-campaign given all the other parameters in question.

For the bare-minimum testing regime, the number of messages and survey respondents in

the RCT is always the same, irrespective of the parameter values in question: n messages

= 2 and n respondents per message = 300. By contrast, for the optimal testing regime, for

each unique combination of parameter values we perform a grid search over the joint

distribution of n messages (2–20) and n respondents (500–20,000) to find the

combination of messages and respondents that maximizes the expected impact of the

testing-campaign. Notably, if the expected impact of the testing-campaign under the

optimal testing regime is smaller than that of the naive-campaign, we assume that the

testing-campaign decides not to do any testing. In such cases, the expected impact of the

testing-campaign is simply equal to that of the naive-campaign. In practice this means

that the optimal testing regime, because it assumes perfect knowledge of the parameter

values, can never generate less impact than the naive-campaign in our analysis.

4 Evidence for parameter value sets

In this section we describe the evidence underlying our determination of the best-guess,

pessimistic, and optimistic sets of parameter values.

Truemean e�ect size in-survey

To determine plausible values for this parameter, we relied primarily on a 2022 systematic

review of RCTs that evaluated interventions to increase COVID-19 vaccine uptake 58. We

examined all of the studies in that review that used an in-survey RCT design to evaluate

one or more message interventions on people’s self-reported attitudes, beliefs, and/or

behavioral intentions related to the COVID-19 vaccines. This amounted to 25 studies. To

these 25 studies we added a further 11 studies, all of which focused on COVID-19

outcomes, and one meta-analysis of public health communication on various non-COVID
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outcomes. These extra studies were identified using snowball sampling and our

knowledge of the literature. We therefore examined 37 effect sizes in total.

For each study, we extracted the average effect size across the interventions and, where

necessary/possible, standardized the effect size by dividing by the standard deviation of

the outcome variable. In many cases, this required a back-of-the-envelope calculation. For

example, some studies reported their effect sizes in percentage points, but did not report

the standard deviation of the outcome variable, meaning we could not calculate the

standardized effect size directly. In cases like this, we took a maximally conservative

approach and used the standard deviation of a uniform distribution over a 0-1 binary scale

(equal to 0.5), ensuring that we would err on the side of underestimating the standardized

effect size (Appendix Table 1 provides further detail about the studies and our

calculations). In addition, some of the studies lacked a “pure” control group that received

no relevant information; instead, people in the control group received baseline relevant

information. This also renders our standardized effect size estimate conservative. Some

studies did not report the actual point estimates of the treatment effects — opting to

display them in figures only — so we approximated the estimates based on the figures.

Finally, where studies included multiple relevant outcome variables, we took the mean

across the estimated treatment effects for each outcome variable.

Across the 37 extracted effect sizes, the overall mean standardized effect size is 0.12 and

the median is 0.08. Notably, we do not compute a precision-weighted average because

one of the studies 49 has a sample size (~484,000) that is several orders of magnitude

larger than any of the others. It is desirable to avoid letting that study dominate the

average effect size here because that would unduly privilege the very specific outcome

variable and intervention type used in that study over the many possible outcome

variables and intervention types that may be relevant in a pandemic context. In summary,

therefore, on the basis of this evidence, we assume a best-guess mean effect size of 0.1

standard units. For the pessimistic and optimistic values, we halve and double the

best-guess value, respectively, giving values of 0.05 (pessimistic) and 0.20 (optimistic).

These effect sizes are all considered small or tiny by conventional academic standards 50.
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True variation in e�ects

In contrast to the average message effect size, there is less evidence from prior work that

can speak to the variation in effects across messages. This is because the evidence for

this parameter must meet more demanding criteria. Specifically, to be informative for the

context in which campaigns would perform an in-survey RCT test, the message effects

must be estimated on the same outcome variable, the same types of people, and under

broadly similar background conditions. This rules out meta-analyses of public health

communication (and most other types of communication), since meta-analyses nearly

always combine studies which differ from one another along one of the aforementioned

dimensions. Generally these differences will inflate the variation in message effects

because, for example, some outcome variables or types of people are more receptive to

interventions. Thus, excluding meta-analyses renders our estimate of the variation in

message effects conservative. To obtain estimates of the variation that are relevant for

the context in which campaigns would perform an in-survey RCT test, the effects of

multiple different messages must ideally be estimated within the same study.

Furthermore, because our quantity of interest is the variation across message effects,

studies that include just several different messages can only offer extremely uncertain

estimates of this variation; akin to estimating the standard deviation of a variable for

which there are only several data points — each of which is itself measured with

uncertainty. For this reason, studies should estimate the effects of more than a handful of

different messages, ideally many more. Such studies will typically demand large sample

sizes of survey respondents. Lastly, even when such studies have been conducted, they

must have actually reported an estimate of the variation in message effects.

We were unable to locate any studies of public health communication that met all of these

criteria. In particular, we could not find any such studies that reported an estimate of the

variation in message effects, even though some had investigated more than a handful of

different messages. Thus, for the current paper, we sought to identify relevant studies and

re-analyze their data ourselves in order to estimate the variation in message effects. To

that end, we drew on the aforementioned systematic review of COVID-19 interventions 58,

as well as snowball sampling and our knowledge of the literature, to identify 14 studies of

public health communication that investigated at least five different messages. Of these
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studies, however, one did not contain a control group and so could not be included in our

re-analysis because a control group is necessary to estimate each of the message effects.

Another study included some messages that tried to discourage vaccination — this study

was also excluded from our re-analysis as it had fewer than 5 messages aimed at

encouraging vaccination. A further two studies we identified used highly overlapping data,

so we only included the data from one study in our re-analysis. Finally, while some of the

studies had publicly available data, many did not; and we were unable to access the data

of one study despite contacting the corresponding author listed on the article. This left 10

studies whose data we could re-analyze here (detailed in Appendix Table 2).

We used the following strategy to estimate the variation in message effects for each

study. First, we computed the average treatment effect of each message relative to the

study’s control group. We then conducted a random-effects meta-analysis 59 of the

treatment effects for a given study, which provided an estimate of: (1) the standard

deviation (SD) in message effects, taking into account the error with which each message

effect is estimated, as well as (2) the mean message effect (i.e. the effect size of the

average message). Finally, for each study, we normalized the estimated SD by dividing it

by the estimated mean message effect — thus, allowing us to sensibly aggregate the

estimated SDs across studies. (Without this normalization, the estimated SDs in message

effects are not comparable across studies because different studies use different

outcome variables, and, for example, some outcomes could have larger estimated SDs

simply because of their scale). If a study included multiple outcomes, we conducted the

above analysis for each outcome and then computed the mean normalized SD across

outcomes. Further details about these analyses are reported in Appendix Table 2.

Across the 10 re-analyzed studies, the mean normalized SD is 0.59 and the median is

0.27. In other words, across these studies, one standard deviation in message effects is

estimated to be equal to between one-quarter and three-fifths of the size of the average

message effect. However, as expected, there is substantial heterogeneity in the SDs

across studies (Appendix Table 2). This is likely due in part to the small numbers of

messages in each study; the median number of messages investigated was just 7. Thus,

the estimated SDs are likely to be highly heterogeneous between studies due to sampling

variability alone, and, as a result, the average SD across studies is correspondingly
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uncertain. In addition, most of the studies examined messages that were simply lines of

text. However, in many public health communication contexts, such as the COVID-19

campaigns that ran on social media in 2020/21 37, the messages are likely to be

professionally-produced videos (this is why, in our cost-effectiveness analysis, we assume

a cost-per-message of $1000; to capture video production costs). This is important

because the true variation in message effects may be larger when the messages in

question differ not only in their text content but also in their video/audio content.

To account for these issues — the small samples of messages and lack of video/audio

content in each study — we supplemented our re-analysis with 3 additional studies from

the domain of political communication, sourced via our knowledge of the literature 54,57,60.

The details of these studies are also reported in Appendix Table 2. Crucially, these

additional studies had unusually large samples of messages — the median number of

messages investigated was 59 — and the messages in each study were all short videos

with audio content. Furthermore, each of these studies already reports an estimate of the

SD in message effects, obviating the need for us to re-analyze their data. The mean

normalized SD across these three studies is 1.23 and the median is 0.95. Thus, while

these studies should receive less weight given that their focus is political communication

rather than public health communication, their estimates suggest that variation in

message effects may indeed be larger when messages differ in video/audio content.

We consider this evidence together with our estimate of the average variation across the

studies of public health communication from earlier (i.e. mean = 0.59, median = 0.27).

Thus, overall we settle on a best-guess value of 0.4 for the variation parameter. A value of

0.4 implies that the true standard deviation in message effects is equal to two-fifths of the

effect size of the average message. For example, if the effect size of the average message

is 0.1 standard units, a variation parameter of 0.4 implies an SD of 0.4*0.1 = 0.04; meaning

that most message effects will fall between 0.06 and 0.14 (i.e. 0.1 SD = 0.1 0.04). By± ±

extension, these numbers imply that most messages will have true effects that are small

by conventional academic standards and not too dissimilar to the mean message effect.

For the pessimistic and optimistic values of this parameter, we halve and 1.5x the

best-guess value, respectively, giving values of 0.2 (pessimistic) and 0.6 (optimistic).
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True correlation between survey and field e�ects

Evidence for this parameter is the most demanding of all the parameters we consider in

our analysis. In order to estimate the correlation between the effects of messages

in-survey and those same messages in the field, relevant studies are those that have

conducted a survey RCT and field RCT in parallel using the same set of messages, and

ideally using a large sample of messages to minimize sampling variability. Because field

RCTs that study a large number of messages are resource-intensive, the pool of

potentially relevant studies is small at the outset. Prominent field RCTs that include a large

number of different public health messages 30,61,62 typically do not conduct a parallel

in-survey RCT and, as a result, typically cannot estimate the survey-field correlation.

We located just one study of public health communication that conducted a field RCT and

survey RCT in parallel, using a set of four messages 36. In the study, respondents in the

field RCT were randomized to receive (via cell phone text) one of four different treatment

messages encouraging them to schedule an appointment for their COVID-19 vaccination.

The messages consisted of either (1) a basic reminder, (2) a reminder that used

“ownership” language, (3) a basic reminder with video content or (4) the

ownership-reminder with the video content. The y axis of Methods Figure 1 shows the

estimated vaccination rate in each of these message groups from the field RCT (copied

from Figure 2b in ref. 36); the x axis shows people’s self-reported vaccination intentions in

each of the message groups from the corresponding in-survey RCT in which vaccination

intentions were measured (from Figure 5b in the supplement of ref. 36). We approximate

confidence intervals from visual inspection of the standard errors as we could not locate

the standard errors/confidence intervals on the means reported in numeric form.
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Methods Figure 1. Message effects from survey RCT and field RCT reported by ref. 36.
Note that the displayed confidence intervals are approximate (see in-text).

Methods Figure 1 could be interpreted as providing evidence against a positive correlation

between survey and field message effects because, in the survey RCT, the messages with

the video content performed better on average, whereas those with the ownership

language did not. By contrast, in the field RCT, the reverse pattern was observed.

Nevertheless, closer inspection of the results suggests this interpretation is not quite

right. In particular, in the survey RCT the top performing message on respondents’

vaccination intentions was message #4. In the field RCT, this message was also a top

performer on increasing vaccination rates; its point estimate was close to that of the

“winning” message (#2). The implication is that, had a public health campaign selected

the top performing message from the survey RCT (#4) for running in their outreach to

increase vaccination uptake, it would have been a reasonably good choice. By contrast,

had they tried to infer a general principle of message development — such as “video

content performs best” — they would have been misled. But, recall that the goal of

in-survey RCT pre-testing (as considered in the current article) is not to infer such
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principles; rather, it is to select the top-performing individual message from among several

different messages tested. Added to this interpretational ambiguity, furthermore, is the

fact that the evidence in Methods Figure 1 for the value of the survey-field correlation is

extremely limited by the small set of only four messages — all of whose effects are

estimated with relatively large amounts of noise. As a result, we are cautious to conclude

much from this evidence about the likely value of the survey-field correlation parameter.

In an effort to gather more evidence, we looked to larger studies conducted outside the

domain of public health communication 63–65. These studies point toward at least a

moderate positive survey-field correlation. We briefly describe them below.

Hainmueller et al. 63 studied data from Switzerland in which some municipalities used

referendums to vote on the naturalization applications of immigrants. In the referendums,

voters received a leaflet with a short description of the applicant, including information

about their attributes, such as age, sex, education, and so on, and then cast a secret ballot

to accept or reject individual applicants one at a time. Voters decided over thousands of

immigrants with varying characteristics, allowing the authors to causally identify how

much each particular attribute affected the probability of being accepted or rejected by

voters in a real-world setting. Ten years later, the authors conducted survey experiments in

which survey respondents completed a hypothetical referendum task, choosing whether

to accept or reject hypothetical immigrant profiles based on similar attributes as in the

real referendums. The authors then used estimates of attribute importance from their

survey data to generate predicted probabilities of acceptance for each of the immigrant

applications from the real referendums. These survey-based predictions were correlated

at 0.5 (on average) with the probabilities of acceptance for each application generated by

the model that was fitted to the actual referendum data. In other words, the survey-based

estimates were correlated with the field-based estimates at an average of 0.5, even

despite a ten year gap between the two sets of estimates being collected.

Another piece of evidence comes from Coppock and Green 64, who examined paired

survey and field effect sizes from 12 different studies of political behavior phenomena.

They estimated an overall rank-order correlation of 0.73 between the pairs of estimates.
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A final piece of evidence comes from O’Keefe 65. One mechanism through which in-survey

message effects may be poorly correlated with field effects is that the outcome variable in

a survey is typically self-reported — e.g. behavioral intentions — whereas the outcome in

the field is the actual behavior. O’Keefe conducted a meta-analysis of 317 studies in which

two messages were compared (e.g. a loss-framed message vs. a gain-framed message)

on different outcome variables: self-reported outcomes (intentions, attitudes) and

behavioral outcomes. He examined how often the direction of the difference between

messages was the same on the different types of outcome, such as the loss-framed

message having a larger effect than the gain-framed message on behavioral intentions as

well as on behavior. He found that, in 82% of possible comparisons (49/60), the direction

of the difference between messages was the same on the attitude outcome as it was on

the behavioral outcome; while, in 94% of possible comparisons (102/109), the direction

was the same on the behavioral intention outcome as it was on the behavioral outcome.

These percentages (82%, 94%) imply correlations of at least 0.85 between the message

effects estimated on the self-reported outcomes and those estimated on the behavioral

outcomes. To determine this, we conducted a simple simulation in which we sampled two

“messages” from a bivariate normal distribution, and selected the message with the

highest value on the first dimension. We then recorded whether this was also the message

with the highest value on the second dimension; that is, whether the rank order of the

message values was the same on both dimensions. When the true correlation between

messages is set to 0.85, the sampled messages have the same rank order approximately

82% of the time. The O’Keefe study thus suggests that the survey-field correlation is not

much attenuated by the fact that in-survey RCTs rely on self-reported outcomes.

In summary, there is very limited evidence regarding the value of the correlation between

in-survey message effects and the effects of those messages in the field (i.e. in an actual

public health campaign). However, the little evidence that does exist is either inconclusive

or points towards a moderate-to-strong correlation. Thus, considering this evidence

altogether, we settle on a best-guess correlation of 0.5 between in-survey and in-field

message effects for our context. To give an intuitive sense of what this means, a

correlation of 0.5 implies that, if one were to correctly identify the best of two different

messages in a survey RCT, that message would also be the best message in the field
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approximately 66% of the time (this percentage is determined using the simulation

approach described in the previous paragraph). Reflecting the limited evidence, we use

wide pessimistic and optimistic values for the correlation: 0.2 and 0.8, respectively.
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1 Computing weighted-average relative impact scores

Given that we have uncertainty about which set of parameter values is correct, Appendix
Figure 1 shows the implication of assuming different distributions of uncertainty for a
$105,000 campaign. In Appendix Figure 1a1, for example, we represent each set of param-
eter values as being equally likely by assigning each a probability of 1/3. We then com-
pute a weighted-average relative impact of the testing-campaign over the naive-campaign
across the three sets of parameter values, using the assigned probabilities as the weights.
The result shows that the bare-minimum testing regime is expected to increase campaign
impact on average, netting at least one-thousand extra attitudes/beliefs influenced and
vaccinations received (Appendix Figure 1b1).

We can also consider other uncertainty distributions to examine how robust the re-
turns to in-survey RCT testing are against pessimism. For example, if we assign greater
probability to the pessimistic scenario (0.5) than either the best-guess (0.3) or optimistic
(0.2) scenarios, the weighted-average relative impact is still greater than 1 (Appendix Fig-
ure 1b2). Even when we assume the pessimistic scenario is substantially more likely
(0.8) than either of the other two scenarios (0.15 and 0.05, respectively), Appendix Figure
1a3, in-survey RCT pre-testing remains cost-effective under the bare-minimum testing
regime (Appendix Figure 1b3). In summary, these results suggest that, even under con-
servative assumptions, in-survey RCT pre-testing is likely cost-effective for public health
campaigns with a budget of $105,000.

Finally, we consider the impact of incorporating uncertainty over the parameter values
for campaigns with different budgets. Appendix Figure 2 shows the weighted-average
relative-impact estimates for each campaign budget and reinforces the above results: for
the larger campaigns, in-survey RCT testing is clearly and robustly cost-effective — even
if one places a large amount of probability (0.8) on the pessimistic set of parameter values.
For the smaller campaign, in-survey RCT testing is robust against some pessimism, but is
not cost-effective under stronger pessimism.
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Appendix Figure 1: Weighted-average relative-impact score for a campaign using the
bare-minimum testing regime with a budget of $105,000.
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Appendix Figure 2: Weighted-average relative-impact score for campaigns using the bare-minimum testing regime with
different budgets.
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2 Relative-impact curves for campaigns with different
budgets

Appendix Figures 3, 4 and 5 show, respectively, the estimated relative-impact curves for
campaigns with budgets of $52,500, $210,000 and $420,000, with lower panels showing
the corresponding parameter values.

Appendix Figure 3: Relative-impact curves for a campaign with a budget of $52,500.
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Appendix Figure 4: Relative-impact curves for a campaign with a budget of $210,000.

Appendix Figure 5: Relative-impact curves for a campaign with a budget of $420,000.
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3 Benefit of possessing accurate knowledge of the parame-
ter values

Appendix Figures 6, 7, 8 and 9 show, respectively, the estimated relative-impact curves
for campaigns with budgets of $52,500, $105,000, $210,000 and $420,000 when their RCT
testing regime is optimized for the best-guess set of parameter values, with lower panels
showing the corresponding parameter values.
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Appendix Figure 6: Relative-impact curve for a $52,500 campaign when their in-survey
RCT pre-testing regime is optimized for the best-guess set of parameter values.
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Appendix Figure 7: Relative-impact curve for a $105,000 campaign when their in-survey
RCT pre-testing regime is optimized for the best-guess set of parameter values.
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Appendix Figure 8: Relative-impact curve for a $210,000 campaign when their in-survey
RCT pre-testing regime is optimized for the best-guess set of parameter values.
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Appendix Figure 9: Relative-impact curve for a $420,000 campaign when their in-survey
RCT pre-testing regime is optimized for the best-guess set of parameter values.
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4 Reviewing evidence for parameter values

Appendix Table 1 reports the studies we reviewed to estimate the true mean effect size in-survey. Appendix Table 2 reports
the studies we reviewed and re-analyzed to estimate the true variation in treatment effects. For those studies that were
sourced from the systematic review conducted by Batteux et al. (2022), we refer to that review for the full references. The
full references of the remaining papers are supplied at the end of this Appendix.

4.1 True mean effect size in-survey

Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey.

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Batteux et al. 2021 Online
RCT

328 2 No 0.21 An information treatment caused
a greater decrease in vaccination
intentions (standardized
difference = 0.2) and perceived
effectiveness (0.22) when it
conflicted with a prior
announcement that was certain
vs. uncertain. We take the mean
of these two values.

Batteux et al. 2022
systematic review

Behavioural Insights
Team

Discrete
choice ex-
periment

4085 NA No NA We were unable to determine the
standardized ATE because there
is no control group in the design
of the experiment (discrete choice
experiment).

Batteux et al. 2022
systematic review

Chen et al. 2021 Online
RCT

413 8 No NA We were unable to determine the
standardized ATE; there is no
control group; supplement and
data are not accessible.

Batteux et al. 2022
systematic review

Craig 2021 Discrete
choice ex-
periment

1153 NA No NA We were unable to determine the
standardized ATE because there
is no control group in the design
of the experiment (discrete choice
experiment).

Batteux et al. 2022
systematic review
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Dai et al. 2022 Online
RCT

3181 1 Yes 0.16 There was one informational
video intervention conducted in
the survey RCT, and the outcome
variable was intention to
schedule an appointment and
reported desire for the vaccine.
They report Cohen’s d for the
video treatment as 0.16 (see
Extended Data Table 6),
averaging across all online RCTs
and outcomes.

Batteux et al. 2022
systematic review

Davis et al. 2021 Online
RCT

481 3 Yes 0.54 The covid-information-only
treatment caused an increase in
covid vaccination intentions of
0.39 SDs; the treatments that also
contrasted this with the flu
vaccine increased covid
intentions by 0.68 SDs (estimates
taken from the paper’s abstract).
We take the mean of these two
values.

Batteux et al. 2022
systematic review

Duch et al. 2021 Online
RCT

1628 3 Yes but not pure NA The outcome variable in this
study is survey click-through-rate
after viewing a video, which is a
sufficiently different estimand to
most of the other studies that we
do not include it.

Batteux et al. 2022
systematic review
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Freeman et al. 2021 Online
RCT

15000 9 Yes but not pure 0.10 We compute the standardized
ATE by first taking the reported
condition marginal means,
standard errors and sample sizes
from the paper, and using these
numbers to reverse-engineer the
SD of the outcome variable. We
then divide the reported ATE by
this SD (thus standardizing it).
The outcome variable is a vaccine
hesitancy scale. Among the full
sample the resulting
standardized ATE is -0.02; among
the strongly vaccine hesitant it is
-0.18. We take the mean of these
two values and convert to
positive magnitude.

Batteux et al. 2022
systematic review

Han et al. 2021 Online
RCT

1497 4 Yes 0.09 The treatments in this study
weren’t really directional in
nature - that is, they weren’t
aimed at encouraging a particular
behavior - rather they simply
emphasized scientific uncertainty
about COVID-19 in different
ways. We thus should not expect
them to have strong effects on the
outcome variables. There were a
variety of outcome variables
examined. For the most relevant
outcomes, "Intentions for
COVID-19 Risk-Reducing
Behaviors" and "Vaccination",
reported standardized ATE
magnitudes ranged from
approximately zero to 0.18 (see
Figure 2C and 2D and
accompanying text). We thus take
the midpoint of this range.

Batteux et al. 2022
systematic review
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Kerr et al. 2021 Online
RCT

4300 4 Yes 0.05 This paper reports two studies
and investigates many different
outcome variables. Most
estimated effects are and
statistically non-significant, but
some treatment effects vs. control
are statistically significant and in
the 0.2 SD to 0.3 SD region (see
Figures 1 and 4 and
accompanying text). We err on
the side of there being some
nonzero but very small effect:
0.05.

Batteux et al. 2022
systematic review

McPhedran et al. 2021 Discrete
choice ex-
periment

2012 NA No NA We were unable to determine the
standardized ATE because there
is no control group in the design
of the experiment (discrete choice
experiment).

Batteux et al. 2022
systematic review

Moehring et al. 2022 Online
RCT

484000 1 Yes 0.03 This paper reports variations on a
social norm treatment, but it is
basically always a similar idea.
They report an average effect of
approximately 0.035 on a five
point scale of vaccination
intentions. The SD of a uniform
distribution over 1-5 is
approximately 1.4, so we
compute the standardized ATE as
0.035/1.4 = 0.025.

Batteux et al. 2022
systematic review
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Motta et al. 2021 Online
RCT

7000 3 Yes 0.05 This paper estimates the effects of
several different treatments, with
effect sizes ranging from 0 to
approximately 5pp. We thus take
the midpoint of this range (2.5pp)
as the average effect. The SD of a
uniform 0-1 distribution is
approximately 0.5 so we compute
the standardized ATE as
0.025/0.5 = 0.05.

Batteux et al. 2022
systematic review

Palm et al. 2021 Online
RCT

1123 6 Yes 0.20 In this paper there are two
positive-focused treatment
conditions, dubbed Safe and
Effective and Willing, which had
estimated effects of 0.36 and 0.43
respectively on a 1 to 7 scale. The
SD of a uniform 1-7 distribution
is approximately 2, so we
compute the standardized ATEs
as 0.36/2 = 0.18 and 0.43/2 = 0.22
respectively and then take the
mean of these two values.

Batteux et al. 2022
systematic review

Pink et al. 2021 Online
RCT

1480 2 Yes 0.03 This paper exposed US
Republicans to in- or out-party
cues or a control condition.
Estimated effects of in-party vs.
control condition ranged from
approximately zero to 2.5pp
across outcome variables. We
take the midpoint of this range
(1.25pp) as the effect size. The SD
of a uniform 0-1 distribution is
approximately 0.5 so we calculate
the standardized ATE as
0.0125/0.5 = 0.025.

Batteux et al. 2022
systematic review

16



Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Serra-Garcia & Szech
2023

Online
RCT

2100 Gradations Yes 0.16 This paper explored financial
incentives and opt-in vs. opt-out
schemes on COVID-19
vaccination intention and
demand for tests. For the
financial incentive treatment, the
randomization is graded i.e.
increasing through dollar
amounts. The effect for financial
incentive is nonlinear and thus
difficult to interpret: small
incentives caused a decrease in
intention/demand, but larger
incentives caused an increase.
The effects for the opt-out (vs.
opt-in) condition ranged from
4pp to 12pp across different
specifications for the
intention/demand outcomes (see
Table 1). We thus take the
midpoint of these values (8pp) as
the average effect. The SD of a
uniform 0-1 distribution is
approximately 0.5, so we
compute a standardized ATE of
0.08/0.5 = 0.16.

Batteux et al. 2022
systematic review
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Sinclair et al. 2023 Online
RCT

661 5 Yes 0.06 This paper examined vaccination
intentions and scores on a vaccine
hesitancy scale. On the intentions
outcome, the ATEs ranged from
-0.04 to +0.34 points on a five
point Likert scale - we take the
midpoint (0.15) as the average
effect - with an SD of
approximately 1.25 (see Table 1).
Thus, we compute a standardized
ATE of 0.15/1.25 = 0.12. The
effects on the vaccine hesitancy
scale are approximately zero in
the aggregate, so we halve the
overall standardized ATE to 0.06.

Batteux et al. 2022
systematic review

Sprengholz & Betsch
2020

Online
RCT

576 1 Yes 0.41 This paper reports that
"participants in the herd
immunity communication
condition reported a mean
likeliness to get vaccinated of
16.14 or 79.9% (SD = 4.67 or 24.6
percentage points), compared to
13.92 or 68.0% (SD = 6.25 or 32.9
percentage points) for those who
received no information about
herd immunity." This gives an
ATE of 2.2 scale points, with an
average SD of 5.46; equating to a
standardized ATE of 2.2/5.46 =
0.41. Note that the disease was
fictitious.

Batteux et al. 2022
systematic review
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Sprengholz et al. 2021 Online
RCT

2400 3 Unclear NA The outcome in this study is
reactance (negative psychological
reaction) towards vaccination and
the treatments are not aiming to
reduce it. It is also difficult to
discern standardized effect sizes
because the authors report
primarily on interactions and the
supplement doesn’t make it clear
whether the reported simple
effects are standardized or
unstandardized. We omit this
study.

Batteux et al. 2022
systematic review

Sprengholz et al. 2022 Online
RCT

782 1 Yes 0.07 This paper examined a legal
incentive vs. no incentive
condition to get vaccinated, for
zero financial compensation. The
point estimate on willingness to
get vaccinated was 3.7pp higher
on average in the legal incentive
condition. Given an SD of 0.5 for
a uniform 0-1 scale, this implies a
standardized ATE of 0.037/0.5 =
0.074.

Batteux et al. 2022
systematic review

Strickland et al. 2021 Online
RCT

1366 Various Unclear NA Four experiments. It is difficult to
discern the effect sizes of message
exposure because the analysis is
primarily an AUC analysis. We
omit this study.

Batteux et al. 2022
systematic review
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Taber et al. 2021 Online
RCT

850 Various No NA This paper reports two
experiments: one on lottery
structure and the other on
framing loss/gain. The
treatments are continuous
through e.g. lottery structure.
Not easy to discern relevant
standardized ATEs. We omit this
study.

Batteux et al. 2022
systematic review

Thorpe et al. 2022 Online
RCT

361 2 Yes 0.00 This paper studied 4 outcome
variables and 2 different
treatments, giving 8 treatment
effects. The corresponding
estimated ATEs are all null effects
whose point estimates bounce
around all over the place (see
Table 2). We code this as a
treatment effect of zero overall.

Batteux et al. 2022
systematic review

Trueblood et al. 2022 Online
RCT

1000 3 Yes 0.02 This paper examines three
treatments where the outcome is
how long people would wait for
the vaccine. We take the mean of
the three treatment effects (0.4155,
-0.2133, -0.0427), which are
measured on an 11-point
outcome scale, and divide this
mean by the approximate SD of a
uniform distribution over 1-11
(i.e. 3.14). Thus giving an overall
standardized ATE of 0.02.

Batteux et al. 2022
systematic review
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Witus & Larson 2022 Online
RCT

1632 3 Yes 0.15 This paper examines vaccination
intentions and three treatments.
We take the mean of the
predicted probabilities of each
treatment effect on "definitely"
getting the vaccine (0.11, 0.075,
0.04; see Figure 1) and divide this
mean by the SD of a 0-1 uniform
distribution (i.e. 0.5). Thus, we
compute the standardized ATE as
0.15.

Batteux et al. 2022
systematic review

Bartos et al. 2022 Online
RCT

2000 1 Yes 0.09 This paper reports a longitudinal
experiment. The treatment
informs people of the consensus
among doctors regarding the
COVID-19 vaccines. Estimated
treatment effects on beliefs and
self-reported vaccination status
range from 3pp to 6pp. We take
the midpoint of this range (4.5pp)
and divide it by the SD of a
uniform distribution over a
binary 0-1 variable (0.5); resulting
in a standardized ATE of
0.045/0.5 = 0.09.

Snowball sampling /
knowledge of
literature

Wittenberg et al. 2021 Online
RCT

3343 24 Yes 0.25 This paper studies dozens of
treatment videos targeting
COVID-19 beliefs, attitudes and
behavioral intentions. The
outcome variable is unique to
each video. The overall average
standardized ATE is reported as
0.25.

Snowball sampling /
knowledge of
literature
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Shen et al. 2015 Lab and
field RCTs

9330 25 Yes but not pure 0.13 This paper reports a
meta-analysis of 25 studies, all of
which are related to public health
communication but not
COVID-19 specifically. They
include studies that compare the
effect of narrative information
against a control group that
receives non-narrative statistical
or factual information. The
authors report effect size r, which
we convert to Cohen’s d here:
https://www.escal.site/

Snowball sampling /
knowledge of
literature

Jordan et al. 2021 Online
RCT

988 3 Yes 0.23 This paper reports several
studies, however only study 1
contains a control group. Study 1
reports standardized ATEs of
0.17, 0.20 and 0.33. We take the
mean of these values. Outcomes
are COVID-19 related.

Snowball sampling /
knowledge of
literature

Kaufman et al. 2022 Online
RCT

463 4 Yes 0.05 This paper examines treatments
to encourage parents to covid-19
vaccinate their children. The
primary outcome variable is
probability the respondent
answers "Definitely or probably
will get a COVID-19 vaccine for
child", coded 1 if so and 0
otherwise. Treatment effects are
(in pp): -3.9, -0.8, 6.9, 7.8 (see
Table 3). We take the mean of
these values and divide by the SD
of a uniform distribution over 0-1
(i.e. 0.5); giving a standardized
ATE of 0.025/0.5 = 0.05.

Snowball sampling /
knowledge of
literature
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Green et al. 2022 Online
RCT

24682 5 Yes 0.07 This paper reports a study
investigating the effects of five
treatments to reduce COVID-19
vaccine resistance. They report
the following effect magnitudes
of each treatment (in pp): 5, 5, 3,
3, 2. We take the mean of these
values and then divide by a
uniform distribution over 0-1 (i.e.
0.5); thus giving a standardized
ATE of 0.072.

Snowball sampling /
knowledge of
literature

Bokemper et al. 2021
study 1

Online
RCT

855 6 Yes 0.08 This study examines several
different COVID-19 outcomes
and six treatments. We take the
mean of the six treatment effects
across all outcome variables (see
Supplementary Table on the OSF)
and divide it by the SD of a
uniform distribution over 0-1
(0.5) to get the overall
standardized ATE.

Snowball sampling /
knowledge of
literature

Bokemper et al. 2021
study 2

Online
RCT

2419 5 Yes 0.02 This study examines several
different COVID-19 outcomes
and five treatments. We take the
mean of the five treatment effects
across all outcome variables (see
Supplementary Table on the OSF)
and divide it by the SD of a
uniform distribution over 0-1
(0.5) to get the overall
standardized ATE.

Snowball sampling /
knowledge of
literature
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

Bokemper et al. 2022
study 1

Online
RCT

2568 10 Yes but not pure 0.03 This study examined various
COVID-19 outcomes and ten
treatments. Note that the control
group was not a pure control but
baseline persuasive information.
We take the mean across
treatment effects for each
outcome variable, then divide by
the SD of that outcome variable
(reported in appendix table S2) to
get the standardized overall ATE
for each outcome. We then
compute the overall standardized
ATE by taking the mean across
the standardized ATE for each
outcome variable.

Snowball sampling /
knowledge of
literature

Bokemper et al. 2022
study 2

Online
RCT

6000 3 Yes 0.04 This study examined five
COVID-19 outcome variables and
three treatments. We take the
mean of the three treatment
effects across all outcome
variables (see appendix table S5)
and divide it by the SD of a
uniform distribution over 0-1
(0.5) to get the overall
standardized ATE.

Snowball sampling /
knowledge of
literature
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Appendix Table 1: Studies reviewed to estimate the true mean effect size in-survey. (continued)

Author and study
(where relevant)

Design Sample size # Treatments Control group ATE (in SDs) Notes Source

James et al. 2021
study 1

Online
RCT

4361 11 Yes 0.17 This study examined three
COVID-19 outcomes and eleven
treatments. We take the mean
across treatment effects for each
outcome variable, then divide by
the SD of that outcome variable
(reported in appendix table S1) to
get the standardized overall ATE
for each outcome. We then
compute the overall standardized
ATE by taking the mean across
the standardized ATE for each
outcome variable. Note that the
vaccination intention outcome is
the combined version.

Snowball sampling /
knowledge of
literature

James et al. 2021
study 2

Online
RCT

5014 6 Yes 0.08 This study examined three
COVID-19 outcome variables and
six treatments. We take the mean
of the six treatment effects across
all outcome variables (see
appendix table S2) and divide it
by the SD of a uniform
distribution over 0-1 (0.5) to get
the overall standardized ATE.

Snowball sampling /
knowledge of
literature
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4.2 True variation in effect sizes

Appendix Table 2: Studies reviewed and re-analyzed to estimate the true variation in treatment effects.

Author Design Sample size # Treatments Control group Scaled SD Notes Domain Source

James et al.
2021 study
1

Online
RCT

4361 11 Yes 0.30 Greg Huber (author) provided
the data over email. We first
estimated the treatment effects
from the response-level data. We
then used random effects
meta-analysis to estimate mean
and SD in treatment effects, and
then scaled the SD by dividing by
the mean. We computed the
scaled SD for each of three
outcomes in the paper and then
averaged across the scaled SDs to
compute the overall scaled SD.

health,
covid

Snowball
sampling /
knowledge of
literature

James et al.
2021 study
2

Online
RCT

5014 6 Yes 0.20 Greg Huber (author) provided
the data over email. We first
estimated the treatment effects
from the response-level data. We
then used random effects
meta-analysis to estimate mean
and SD in treatment effects, and
then scaled the SD by dividing by
the mean. We computed the
scaled SD for each of three
outcomes in the paper and then
averaged across the scaled SDs to
compute the overall scaled SD.

health,
covid

Snowball
sampling /
knowledge of
literature

Freeman et
al. 2021

Online
RCT

15000 9 Yes but not pure NA Paper says contact author for
data. No reply to email attempts.

health,
covid

Batteux et al. 2022
systematic review
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Appendix Table 2: Studies reviewed and re-analyzed to estimate the true variation in treatment effects. (continued)

Author Design Sample size # Treatments Control group Scaled SD Notes Domain Source

Bokemper
et al. 2022
study 1

Online
RCT

2568 10 Yes but not pure 1.11 Data were publicly available from
the Harvard dataverse. We first
estimated the treatment effects
from the response-level data. We
then used random effects
meta-analysis to estimate mean
and SD in treatment effects, and
then scaled the SD by dividing by
the mean. We computed the
scaled SD for each of four
outcomes, as per the paper and
appendix, and then averaged
across the scaled SDs to compute
the overall scaled SD.

health,
covid

Snowball
sampling /
knowledge of
literature

Green et
al. 2022

Online
RCT

24682 5 Yes 0.41 Jon Green (author) provided the
data over email. We first
estimated the treatment effects
from the response-level data. We
then used random effects
meta-analysis to estimate mean
and SD in treatment effects, and
then scaled the SD by dividing by
the mean. We computed the
scaled SD for the primary
seven-point outcome variable.

health,
covid

Snowball
sampling /
knowledge of
literature
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Appendix Table 2: Studies reviewed and re-analyzed to estimate the true variation in treatment effects. (continued)

Author Design Sample size # Treatments Control group Scaled SD Notes Domain Source

Bokemper
et al. 2021
study 1

Online
RCT

855 6 Yes 1.73 Data were publicly available from
the Harvard dataverse. We first
estimated the treatment effects
from the response-level data. We
then used random effects
meta-analysis to estimate mean
and SD in treatment effects, and
then scaled the SD by dividing by
the mean. We computed the
scaled SD for each of three
outcomes, as per the paper, and
then averaged across the scaled
SDs to compute the overall scaled
SD.

health,
covid

Snowball
sampling /
knowledge of
literature

Bokemper
et al. 2021
study 2

Online
RCT

2419 5 Yes 0.00 Data were publicly available from
the Harvard dataverse. We first
estimated the treatment effects
from the response-level data. We
then used random effects
meta-analysis to estimate mean
and SD in treatment effects, and
then scaled the SD by dividing by
the mean. We computed the
scaled SD for each of three
outcomes, as per the paper, and
then averaged across the scaled
SDs to compute the overall scaled
SD.

health,
covid

Snowball
sampling /
knowledge of
literature

28



Appendix Table 2: Studies reviewed and re-analyzed to estimate the true variation in treatment effects. (continued)

Author Design Sample size # Treatments Control group Scaled SD Notes Domain Source

Sinclair et
al. 2023

Online
RCT

661 5 Yes 1.60 Samantha Sinclair (author)
provided the data over email. We
first estimated the treatment
effects from the response-level
data. We used random effects
meta-analysis to estimate mean
and SD in treatment effects, and
then scaled the SD by dividing by
the mean. We computed the
scaled SD for each of three
outcomes, as per the paper, and
then averaged across the scaled
SDs to compute the overall scaled
SD.

health,
covid

Batteux et al. 2022
systematic review

Palm et al.
2021

Online
RCT

1123 6 Yes NA The treatments in this study point
in different directions i.e. some of
the messages are casting doubt
on the vaccines while others are
encouraging vaccination. Thus,
there are fewer than 5 treatments
in the same direction. Ineligible.

health,
covid

Batteux et al. 2022
systematic review

Chen et al.
2021

Online
RCT

413 8 No NA No control group, ineligible. health,
covid

Batteux et al. 2022
systematic review

Milkman
et al. 2022

Field RCT 689693 22 Yes 0.24 Data were publicly available from
the Open Science Framework.
Data was aggregated to the
condition-level, so we first used
logistic regression with multiple
trials to estimate ATEs in
log-odds space and then used
random effects meta-analysis to
estimate the mean and SD in
treatment effects. Finally we
scaled the SD by dividing by the
mean.

health,
non-covid

Snowball
sampling /
knowledge of
literature
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Appendix Table 2: Studies reviewed and re-analyzed to estimate the true variation in treatment effects. (continued)

Author Design Sample size # Treatments Control group Scaled SD Notes Domain Source

Milkman
et al. 2023

Field RCT 3662548 8 Yes 0.16 Data were publicly available from
the Open Science Framework. We
first estimated the treatment
effects from the response-level
data. We then used random
effects meta-analysis to estimate
the mean and SD in treatment
effects and then we scaled the SD
by dividing by the mean. Note
this paper was not publicly
available at the time of analysis,
but was shared with us by the
BCFG team.

health,
covid

Snowball
sampling /
knowledge of
literature

Milkman
et al. 2021

Field RCT 47306 19 Yes 0.17 Data were publicly available from
the Open Science Framework.
Data was aggregated to the
condition-level, so we first used
logistic regression with multiple
trials to estimate ATEs in
log-odds space and then used
random effects meta-analysis to
estimate the mean and SD in
treatment effects. Finally we
scaled the SD by dividing by the
mean.

health,
non-covid

Snowball
sampling /
knowledge of
literature

Coppock
et al. 2020

Online
RCT

34000 49 Yes 2.23 This paper reports two outcome
variables: candidate favorability
and vote choice. Estimated ATEs
are reported as 0.0492 and 0.0072
respectively. Estimated SD(ATE)
is reported as 0.0682 and 0.0222
respectively. Thus, the scaled SDs
are 1.39 and 3.08 respectively. We
take the mean of these values to
compute the overall scaled SD.

politics Snowball
sampling /
knowledge of
literature
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Appendix Table 2: Studies reviewed and re-analyzed to estimate the true variation in treatment effects. (continued)

Author Design Sample size # Treatments Control group Scaled SD Notes Domain Source

Hewitt et
al. 2023

Online
RCT

500000 617 Yes 0.52 This paper reports two outcome
variables, candidate favorability
and vote choice, across three
electoral contexts: 2018
downballot, 2020 downballot and
2020 presidential. As per the
paper, 0.52 is reported as the
average scaled SD across
outcomes and contexts.

politics Snowball
sampling /
knowledge of
literature

Hewitt &
Tappin
2022

Online
RCT

40000 59 Yes 0.95 This papers reports on two policy
issues and two broad sets of
argument types (for vs. against
each issue). The estimated SD in
treatment effects and the mean
treatment effect are reported as
follows (with implied scaled SD
in parentheses): For-UBI: 0.06 /
0.11 = 0.55; Against-UBI: 0.08 /
0.12 = 0.67; For-USCA: 0.07 / 0.03
= 2.33; Against-USCA: 0.03 / 0.12
= 0.25. We take the mean of these
four values to compute the
overall scaled SD.

politics Snowball
sampling /
knowledge of
literature
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