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Advances in large language models (LLMs) could significantly dis-
rupt political communication. In a large-scale pre-registered ex-
periment (n = 4,955), we prompted GPT-4 to generate persuasive
messages impersonating the language and beliefs of U.S. political
parties – a technique we term “partisan role-play” – and directly
compared their persuasiveness to that of human persuasion ex-
perts. In aggregate, the persuasive impact of role-playing mes-
sages generated by GPT-4 was not significantly different from that
of non-role-playing messages. However, the persuasive impact of
GPT-4 rivaled, and on some issues exceeded, that of the human
experts. Taken together, our findings suggest that — contrary to
popular concern — instructing current LLMs to role-play as par-
tisans offers limited persuasive advantage, but also that current
LLMs can rival and even exceed the persuasiveness of human ex-
perts. These results potentially portend widespread adoption of
AI tools by persuasion campaigns, with important implications for
the role of AI in politics and democracy.
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AI-mediated communication

During the 2016 U.S. presidential election, the Russian-
backed Internet Research Agency (IRA) deployed thou-

sands of bots impersonating liberal American voters in online
message boards and social media networks. These bots were
deployed with a simple aim: to discourage other liberal Amer-
ican voters from supporting Hillary Clinton (1). Today, rapid
advancements in large language models (LLMs) have raised
concerns about the potential for automated, artificially intel-
ligent (AI) agents to supercharge the production of content
impersonating partisan identities, covertly infiltrating the polit-
ical public sphere on a scale previously unseen (2–4). However,
while existing research suggests that adopting the rhetoric and
values of a partisan group may be a uniquely effective means
of exerting persuasive influence in polarized political contexts
(5), the persuasive influence of LLMs engaged in this behavior
(6) remains unclear.

Additionally, while previous research has found evidence
that LLM-generated messages can influence people’s politi-
cal attitudes (7), it remains unclear whether such messages
are more persuasive than messages generated by relevant hu-
man experts, such as political consultants. Answering this
question has important implications: if the persuasiveness of
LLM-generated messages rivals or exceeds those generated
by human experts, this could portend widespread adoption
of LLM-powered persuasion by established political parties
and other such actors. This would present a significant shift
from the current paradigm, where automated AI tools are
predominantly employed by fringe or extremist groups who
may not have ready access to political communication experts
(2). While previous research has found that LLMs could match

human levels of persuasion on political issues, their human
messages were generated by non-experts via online crowd-
sourcing platforms, which can be of poor quality (7, 8). By
contrast, this study uses messages manually collected from
professional political consultants for our human baseline.

Here, we use the largest publicly accessible LLM to date,
GPT-4, to ask two related questions:

1. To what extent does the alignment of partisanship between
LLMs and the audience enhance the persuasiveness of role-
playing LLMs compared to a misaligned LLM (RQ1a)
or a non-role-playing LLM (RQ1b)?

2. To what extent are partisanship-aligned, role-playing
LLMs (RQ2a) and non-role-playing LLMs (RQ2b) more
persuasive than human political persuasion experts?

Taken together, these questions aim to explore the extent to
which models employing advanced prompting techniques (e.g.,
impersonating political ingroups) might displace political mes-
saging experts by virtue of being more persuasive, potentially
disrupting the status quo of political campaigns and further
incentivizing the use of AI-generated political persuasion.

Recent research suggests that the most capable LLMs –
trained on public corpora of human-generated text – can en-
code nuanced and fine-grained information about the ideas,
attitudes, and socio-cultural contexts that characterize human
attitudes and identities (9). This has led to exploration of
role-playing: a prompting technique in which a model is in-
structed to assume the identity of a person or societal group
(10, 11). This emergent practice has fostered novel means
of engagement with LLMs, extending tone-static models into
agents increasingly capable of effectively emulating diverse
human experiences and perspectives (12, 13). Notably, role-
play techniques have improved the performance and reasoning
capabilities of LLMs across different benchmarks (13–15) and
improved the contextual relevance of outputs (16, 17). How-
ever, in spite of growing popularity and academic interest,
current research on role-playing leaves its potential impacts in
significant social contexts largely uninterrogated.

In the present work, we ask whether the ability of LLMs
to credibly assume partisan political identities via role-play
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could have implications for their persuasive potential. Long-
standing findings in social psychology — often referred to as
the “similarity-attraction effect” or the “similarity principle” —
have indicated that individuals are more likely to be persuaded
by individuals who they perceive as similar to themselves (18–
22). Likewise, empirical studies in a U.S. context have shown
that “re-framing” a partisan policy priority or a political
agenda using beliefs and moral values commonly endorsed
by one’s political party can enhance persuasive impact (5,
23, 24). In the present work, we thus define partisan role-
playing as adoption of the language and beliefs of a political
party (without the use of overt party cues) and hypothesize
that – when LLM and audience partisanship are aligned – it
could increase the persuasive impact of AI-generated political
messages through a combination of similarity attraction and
moral re-framing effects.

We extend existing research in two crucial ways. First, we
extend the study of coordinated inauthentic behavior (CIB)
and influence operations online. While existing literature ex-
tensively documents the centrality of partisan role-play in
a number of deceptive tactics, including astroturfing (25),
false flag operations (26), and sock-puppetry (1), these studies
are largely descriptive, listing examples of political identities
adopted by inauthentic actors (27) and analyzing the substan-
tive content of their messages (28). Therefore, even as the
actual success of influence operations using these techniques
is debated (29), a more fundamental question remains unan-
swered: what are the persuasive effects of partisan role-play?
Our study therefore presents a specific and important step to-
wards quantifying the potential influence of partisan role-play
as a discrete aspect of CIB, particularly in polarized political
contexts.

Second, we broaden and expand the nascent literature on
LLMs and political persuasion. Crucially, despite multiple
studies illustrating the significant impact of prompt design
on model outputs (30–32), recent research still employs basic
prompts to instruct models to generate persuasive messages
(2, 7, 33). By contrast, our work begins a critical exploration
into the potential impacts of more sophisticated prompt engi-
neering techniques, like role-playing, on model persuasiveness.
Further, existing studies of LLM-induced attitude change at-
tempt to persuade participants of all political beliefs towards
a singular viewpoint (2, 7, 33, 34), failing to consider the
political context surrounding the selected issues when draw-
ing conclusions about persuasiveness in and across partisan
groups. Here we include both “for” and “against” stances for
each issue, allowing us to examine the interplay between a
participant’s initial issue stance, the partisan “identity” of the
role-playing LLM, and the “direction” of persuasion (“for” or
“against”). Moreover, by examining highly polarized issues,

we aim to extend existing work towards a more contentious
and high-impact domain, investigating how LLMs can induce
attitude change on issues of high public awareness.

Results

In this experiment, a large sample of U.S. citizens balanced on
self-reported sex (male or female) and political party affiliation
(Democrat or Republican) were shown a persuasive message
authored by either an LLM or a human expert for each of three
issues. The particular message displayed to a given participant
was randomized. Each of the issue stances used are displayed
in Table 1.

All reported estimates and P-values are based on linear
mixed effects models. For more details on experimental design
and models, please consult the Methods section. Average
ratings of issue stance alignment across all conditions can be
found in Supplementary Materials Fig. S1.

In order to contextualize the effectiveness of each of our
treatment conditions, we first fit a model (not pre-registered)
using the control condition as the reference category. The
results, shown in Fig. 1., illustrate that LLM-generated mes-
sages consistently outperformed those of our human experts,
sometimes by a margin of more than 6 percentage points on
a 100-point scale. Note that the effect sizes in Fig. 1 are all
re-coded so that positive values equal attitude change towards
the treatment message.

We next report the results of our pre-registered analyses,
which are shown in Fig. 2.

Role-playing
RQ1(a) concerned the extent to which alignment between the
partisanship of a role-playing LLM and the partisanship of its
audience (“partisan alignment”) enhances persuasiveness com-
pared to situations where the role-playing AI’s partisanship
explicitly differs from that of its audience (“partisan misalign-
ment”). As shown in Fig. 2, in aggregate across all issues, the
average persuasive impact of the partisan-aligned messages
did not differ significantly from that of the partisan-misaligned
messages, either in cases where participants were persuaded
for an issue stance (1.71 percentage points, P = 0.112) or
against an issue stance (-0.58, P = 0.600).

The issue-level results reveal some instances of an alignment
effect, however. On rigged elections, the estimated effect of
partisan alignment did not significantly differ from that of
partisan misalignment when participants read messages argu-
ing that U.S. elections are not rigged (0.55 percentage points,
P = 0.693), but was significantly larger when the messages
argued that U.S. elections are rigged (4.26, P < 0.001). On
deportations, we found no significant difference between parti-

Table 1. Issue stances used to produce all treatment stimuli.

Vaccine Mandates Rigged Elections Immigration

FOR For the most part, vaccine mandates are
a good response to global pandemics

For the most part, elections in the U.S.
are rigged

For the most part, deportations are a
good solution to illegal immigration in
the U.S.

AGAINST For the most part, vaccine mandates are
not a good response to global pandemics

For the most part, elections in the U.S.
are not rigged

For the most part, deportations are not
a good solution to illegal immigration in
the U.S.
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Vaccine Mandates Deportations Rigged Elections All Combined

FOR

AGAINST

Misaligned Role-play

Aligned Role-play

No Role-play

Human Experts

Persuasive Impact 
in Percentage 
Points (95% CI)

0 3 6 9 0 3 6 9 0 3 6 9 3 6 90

Issue Stance

2.72

4.21

4.21

3.87

0.21

6.47

2.45

6.15 6.36

7.76

7.41

7.49

8.76

7.56

7.28

3.88

4.49

2.8

7.05

3.66

4.48

2.58

2.05 4.85

4.27

6.12

3.79

6.56

4.86

5.32

2.310.34

Fig. 1. Expected persuasive impact of messages generated via (mis)aligned role-play, no role-play, and human experts with respect to a control
group, disaggregated across issue and stance. Coefficients represent estimated persuasive impact of messages in each condition, compared to a
control group. For misaligned and aligned role-play, the estimates are aggregated across (LLM and audience) partisanship. Note that the effect
sizes are all re-coded so that positive values equal attitude change towards the treatment message.

san alignment and misalignment whether the messages were
against (1.41, P = 0.316) or for deportations as a solution
to illegal immigration (1.21, P = 0.371). On vaccine man-
dates, partisan alignment was significantly more persuasive
than misalignment when messages were against vaccine man-
dates (-3.69, P < 0.001), but not when they were for vaccine
mandates (-0.34, P = 0.828). All significant tests above are
robust to a Bonferroni correction for multiple comparisons (P
< 0.008).

RQ1(b) concerned the extent to which a role-playing,
partisanship-aligned LLM is more persuasive than a non-role-
playing LLM. As shown in Fig. 2, in aggregate across all issues,
we did not observe that the partisan-aligned, role-playing LLM
held a significant persuasive advantage over a non-role-playing
LLM, either in cases where participants were persuaded for
an issue stance (1.23 percentage points, P = 0.258) or against
an issue stance (1.28, P = 0.244).

At the issue-level, in only one case was aligned role-play
significantly more persuasive when compared to a non-role-
playing model: on rigged elections, a significant advantage
was observed when messages argued that U.S. elections are
rigged (2.55 percentage points, P = 0.024); however, this sig-
nificance is not robust to a Bonferroni correction for multiple
comparisons (P > 0.008). Furthermore, this effect was not
significant at the .05 level when participants read messages
arguing that U.S. elections are not rigged (2.44, P = 0.086)
(though the effect size is similar). On deportations, the per-
suasiveness of a partisan-aligned role-playing LLM did not
significantly exceed that of a non-role-playing LLM, regardless
of whether the messages were against (1.06, P = 0.294) or for
deportations as a solution to illegal immigration (1.48, P =
0.307). Similarly, for vaccine mandates, the persuasiveness
of a partisan-aligned role-playing LLM did not significantly
exceed that of a non-role-playing LLM regardless of whether
the messages were against (0.33, P = 0.841) or for vaccine

mandates as a solution to global pandemics (-0.34, P = 0.835).

Human Experts
RQ2(a) concerned the extent to which messages generated by
a partisanship-aligned, role-playing LLM are more persuasive
than messages written by human political communication ex-
perts. As shown in Fig. 2, in aggregate across all issues, there
was evidence to suggest that this was the case: a partisan-
aligned, role-playing LLM held a significant persuasive advan-
tage over the human experts in cases where participants were
persuaded for an issue stance (4.24 percentage points, P <
0.001), but not when they were persuaded against an issue
stance (-1.08, P = 0.325).

We next examine the issue-level results. On rigged elec-
tions, the estimated persuasive effect of a partisan-aligned,
role-playing LLM was not significantly larger than the persua-
sive effect of a human expert when participants read messages
arguing that U.S. elections are not rigged (1.58 percentage
points, P = 0.118), but was significantly larger when the mes-
sages argued that U.S. elections are rigged (6.69, P < 0.001).
Similarly, on deportations, the estimated persuasive effect
of partisan-aligned, role-playing LLMs was not significantly
different from the persuasive effect of human experts when
participants were shown messages arguing against deporta-
tions (1.13, P = 0.181), but was significantly larger when
participants were shown messages arguing for deportations
(4.88, P < 0.001). Finally, on vaccine mandates, the estimated
persuasive effect of a partisan-aligned, role-playing LLM was
significantly larger than the persuasive effect of human experts
when participants were shown messages arguing against (-5.94,
P < 0.001) but not for (1.15, P = 0.487) vaccine mandates as
a good response to global pandemics. Notably, all significant
tests above are robust to a Bonferroni correction for multiple
comparisons (P < 0.008).

In summary, in this section we find evidence that, for mes-
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Persuasive Impact 
in Percentage Points
(95% CI)

Aligned Role-play
vs. 

Misaligned Role-play

Aligned Role-play
vs. 

No Role-play

Aligned Role-play
vs. 

Human Experts

Fig. 2. In aggregate and across most issues, partisanship-aligned role-play conferred little persuasive advantage compared to misaligned role-play,
no role-play, or human experts. The first row displays the estimated persuasive impact of a message aiming to persuade participants against
a given issue stance; the second displays the estimated persuasive impact of messages aiming to persuade participants for a given issue stance.
Coefficients represent the difference in participants’ average support for an issue between the indicated conditions; thus, a statistically significant
negative coefficient in the against row or a statistically significant positive coefficient in the for row is evidence of a partisanship (mis)alignment
effect. Average ratings of issue stance alignment across all conditions can be found in Supplementary Materials Fig. S1.

saging associated with the U.S. political right – i.e., messages
arguing that U.S. elections are rigged, deportations are desir-
able, and vaccine mandates are undesirable – a role-playing
LLM significantly outperforms our human experts in terms
of persuasive impact. However, for messaging that is more
associated with the U.S. political left – i.e., messages arguing
that U.S. elections are not rigged, deportations are undesir-
able, and vaccine mandates are desirable – we find no such
persuasive advantage; a role-playing LLM and our human
experts were approximately similarly persuasive. We revisit
and consider reasons for this asymmetry in the Discussion
section of this paper. Notably, in a supplementary analysis
we also find that a role-playing LLM was highly effective at
persuading Democrats on issues they would normally oppose
(see Supplementary Materials Section 6).

RQ2(b) concerned the extent to which a non-role-playing
LLM is more persuasive than a human political communi-
cation expert (note: this sub-research question was not pre-
registered). In aggregate across all issues, there was evidence
to suggest that a non-role-playing LLM held a significant
persuasive advantage over a human expert in cases where
participants were persuaded for an issue stance (3.01 percent-
age points, P = 0.006) and against an issue stance (-2.35, P
= 0.032). This result supplements the findings described in

the previous paragraph regarding the role-playing LLM, and
suggests that the LLM-generated messages in general were as
persuasive, or more persuasive, than those generated by our
human experts.

We next examine the issue-level results. On rigged elections,
the estimated persuasive effect of a non-role-playing LLM
was not significantly different from the persuasive effect of a
human expert when participants read messages arguing that
U.S. elections are not rigged (-0.86 percentage points, P =
0.406), but was significantly larger when the messages argued
that U.S. elections are rigged (4.14, P = 0.002). Similarly,
on deportations, the estimated persuasive effect of a non-
role-playing LLMs was not significantly different from the
persuasive effect of human experts when participants were
shown messages arguing against deportations (0.07, P = 0.948),
but was significantly larger when participants were shown
messages arguing for deportations (3.39, P = 0.02). On vaccine
mandates, the estimated persuasive effect of non-role-playing
LLMs was significantly larger than the persuasive effect of
human experts when participants were shown messages arguing
against (-6.27, P < 0.001) but not for (1.49, P = 0.354) vaccine
mandates as a good response to global pandemics. The above
significant tests for rigged elections and vaccine mandates, but
not for deportations, are robust to a Bonferroni correction (P
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< 0.008).

Discussion

This study presents a first step towards quantifying the per-
suasive influence of partisan role-play with LLMs. Through a
large-scale, pre-registered human-subjects experiment, we find
that while messages produced by a role-playing GPT-4 are
broadly persuasive, they are not significantly more persuasive
than messages generated by a non-role-playing GPT-4. Our
findings therefore suggest that the effectiveness of partisan
role-play may be limited when broadly deployed using cur-
rent models. However, we also find that LLMs can rival and
even exceed the persuasiveness of human experts, which may
portend a shift in the political persuasion landscape.

We offer two possible model-side explanation for the limited
efficacy of role-playing as compared to the non-role-playing
baseline. First, GPT-4 could be misaligned with the opinion
distributions of partisan groups in the U.S., and thus fail
to encode their true beliefs and values accurately on some
issues (35). This possibility is evidenced by the fact that
participants in our study were only able to accurately dis-
cern the partisanship of a role-playing LLM 46% of the time,
suggesting that GPT-4 was rarely perceived as a member of
the intended political group (see Supplementary Materials
Section 2.1). Second, research has shown that aligning LLMs
with reinforcement learning based on human feedback (RLHF)
can push models to converge to the most common view of a
given group, collapsing the diversity of opinions held by, for
example, different Republicans, into a single modal response
(35). This potential oversimplification of the range of opinions
held within a political party may result in GPT-4 role-playing
in off-putting or stereotypical – and thus unpersuasive – ways.

Our finding that LLMs can exceed the persuasiveness of
human experts is characterized by a notable asymmetry: we
only observed this persuasive advantage on right-leaning mes-
saging. One obvious potential explanation for this asymmetry
is that, because our human experts were all left-leaning (see
Methods), they put less effort into writing the right-leaning
messages – which ultimately rendered them less persuasive
compared to both the left-leaning messages they wrote as
well as to the messages written by GPT-4. We probed this
possibility by examining the length of the relevant messages
but found that the human-written right-leaning messages were
of a similar length as both their left-leaning messages and the
corresponding GPT-4 messages (see Supplementary Materials
Table S1). Therefore, it does not appear obvious that the
experts put in less effort for the right-leaning messages. It of
course remains possible that they were simply worse at writing
persuasive messages which contradicted their personal beliefs
– thus, right-leaning experts might not have been similarly
outperformed on right-leaning messaging by GPT-4. Never-
theless, we reiterate that even on the left-leaning messaging,
the messages written by GPT-4 rivalled the persuasiveness
of those from the (left-leaning) experts – a notable finding in
and of itself.

With that in mind, we offer three possible explanations for
the competitive and/or superior performance of LLM messages
compared to those of the human experts. First, the format of
an 8-12 sentence message may not be one commonly employed
in practice by professionals, who may instead be more accus-
tomed to working with, for example, brief political slogans,

full-length speeches, or televised debate rebuttals. Second, in
practice experts may a) collaborate in groups to create politi-
cal persuasion materials or b) spend weeks or months on their
development, meaning that the messages they developed for
this experiment may not accurately reflect their true potential.
An important final explanation for these results, however, is
that LLMs can indeed rival or even outperform political com-
munication experts on this type of persuasion exercise, which
would potentially portend the widespread adoption of genera-
tive language models by formal political persuasion campaigns.
We consider adjudicating between these different explanations
to be a priority for future research.

Another notable finding from our experiment is the propor-
tion of participants who reported the messages as AI-generated.
Early in 2023 – using the same question, experimental method-
ology, and crowd sourcing platform – Bai et al. reported
that only 5% of participants suspected that messages were
AI-authored (7); in mid-2023, a study by Hackenberg et al. re-
ported a figure of approximately 15% (36). The present work,
using data collected during late 2023, finds that participants
identified messages as AI-generated more than 22% of the
time. While this appears to mark a stark upwards trend in
the identification of AI-generated messages, we contextualize
these findings by noting that participants who read only hu-
man messages also reported that messages were AI-generated
exactly 25% of the time, making “AI language model” the most
popular suspected author for both human and AI-generated
messages. We therefore suggest that rather than becoming
better at detecting AI-generated messages, participants are
adjusting to an environment where, unable to distinguish be-
tween human and AI-written content, they are necessarily
suspicious of the origin of all text they encounter. As with
other AI domains, such as the creation of Generative Adversar-
ial Network (GAN) faces, increased awareness of the role and
power of AI makes distinguishing between human-generated
and artificially-generated stimuli more difficult and can erode
social trust (37).

We draw attention to two main limitations of our study
design. A first limitation is the closed-source nature of GPT-
4. Researchers have justifiably expressed concerns about the
challenges of replicating studies that use closed-source LLMs.
While we acknowledge the importance of reproducibility, we
argue that the widespread use of proprietary models like GPT-4
necessitates an examination of their capabilities. We argue that
there is an urgent need for research exploring both proprietary
and open-source systems. Second, research shows that LLMs
are sensitive to variations in the input prompt. Thus, the
extent to which even minor changes in the input prompts or
system messages might affect the messages generated remains
uncertain.

We propose two additional directions for future research.
As the evaluation of LLMs garners technical and regulatory
attention, we highlight the lack of human-interaction evalu-
ations of LLMs. A recent study revealed that only 9.1% of
currently available LLM evaluations of ethical and social risks
empirically examine human-AI interactions (38). As LLMs op-
erate within complex sociotechnical ecosystems, we argue that
understanding their potential harms and risks in the context of
the human behaviors they influence is essential. Thus, further
evaluations of LLMs in this area should utilize approaches and
methods from behavioral psychology and human-computer
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interaction to expand understanding of the actual impacts of
AI-generated content in the political public sphere.

Secondly, while our study examined a particular prompt-
ing strategy, further work is needed to examine the array of
prompting strategies utilized for varied aims and their effects
on the outputs of LLMs. Moreover, even within a specific
prompting strategy, the order of individual words and cos-
metic changes to semantically similar phrases can still have
a dramatic outcome on the effectiveness of the prompt. Fu-
ture research should develop approaches allowing for the trial
and testing of numerous prompt variations, allowing for more
robust and accurate measurements.

This work represents an important step towards understand-
ing the persuasive capabilities of LLMs, suggesting that while
the effectiveness of partisan role-play may be limited in most
cases, even non-role-playing LLMs can match or exceed the
persuasiveness of human political communication experts. As
countries around the world approach democratic elections and
concerns over the political influence of LLMs mount, empirical,
sociotechnical evaluations will remain essential to informing
sensible policies and interventions regarding the political im-
pact of LLMs. This empirical research contributes insight into
the potential persuasive power of existing models.

Materials and Methods

This study was approved by the Research Ethics Committee at
Royal Holloway, University of London [application ID: 3699]. All
code and replication materials are publicly available in a GitHub
repository at this link.

Sample Participants were recruited using the online crowd-
sourcing platforms Prolific and Lucid Theorem. Participants were
screened such that all were located in the U.S., spoke English as their
first language, were over the age of 18, and had completed at least
a high-school education. The full sample was balanced with respect
to sex and partisan affiliation (Democrat or Republican). Data
from participants who failed two pre-treatment attention checks
were excluded from the analysis. List-wise deletion was employed
for any missing or incomplete data. In total, 66 participants who
passed the initial pre-treatment attention checks dropped out before
providing a dependent variable response, resulting in an attrition
rate of 1.4%; importantly, however, we found no evidence that these
dropouts were differential across condition and treatment issue (see
Supplementary Materials Section 8).

This resulted in a final sample size of 4,955 participants (2,501
Republicans and 2,454 Democrats; 3,707 from Prolific, 1,248 from
Lucid). For a description of the power analysis conducted and a
detailed description of the sample composition along demographic
traits measured in this study, consult the Supplementary Materials
Section 5.

Experimental Design The study was conducted on Qualtrics and
utilized a nine-condition, between-subjects design. Participants
in each condition were exposed to a single persuasive message for
each of three polarized issues, for a total of three messages per
participant. Random assignment to an experimental condition was
done at the participant level, meaning that the issue stance (either
FOR or AGAINST) and message author (a role-playing LLM, a non-
role-playing LLM, or a human expert) remained constant for each
participant across each of the three issues. The order of the issues
was randomized. Upon beginning the experiment, each participant
was randomly assigned to one of the following nine experimental
conditions:

1. Control: participant exposed to no messages and proceeds
directly to the dependent variable measure.

2. Human (FOR issue): participant exposed to messages gen-
erated by an expert human author designed to persuade them
in favor of each issue.

3. Human (AGAINST issue): participant exposed to messages
generated by an expert human author designed to persuade
them against each issue.

4. LLM No role-playing (FOR issue): participant exposed
to messages generated by a non-role-playing GPT-4 designed
to persuade them in favor of each issue.

5. LLM No role-playing (AGAINST issue): participant
exposed to messages generated by a non-role-playing GPT-4
designed to persuade them against each issue.

6. LLM Role-playing as DEM (FOR issue): participant
exposed to messages generated by GPT-4 designed to persuade
them in favor of each issue. GPT-4 is instructed to adopt the
language and beliefs of a partisan American Democrat.

7. LLM Role-playing as DEM (AGAINST issue): partic-
ipant exposed to messages generated by GPT-4 designed to
persuade them against each issue. GPT-4 is instructed to adopt
the language and beliefs of a partisan American Democrat.

8. LLM Role-playing as REPUB (FOR issue): participant
exposed to messages generated by GPT-4 designed to persuade
them in favor of each issue. GPT-4 is instructed to adopt the
language and beliefs of a partisan American Republican.

9. LLM Role-playing as REPUB (AGAINST issue): par-
ticipant exposed to messages generated by GPT-4 designed to
persuade them against each issue. GPT-4 is instructed to adopt
the language and beliefs of a partisan American Republican.

After reading a message, participants reported the dependent
variable measure by answering a battery of four questions assessing
their support for the issue stance and, for participants not in the
control condition, one question on the perceived partisanship of the
message author. After answering these questions, all participants
(except for those in the control condition) concluded the experiment
by answering a question on who they think was most likely the
author of the messages they were exposed to. For exact question
wording, see Supplementary Materials Sections 4 & 5.

Experimental Materials Messages in this study were generated
by a role-playing LLM, a non-role-playing LLM, or a human expert.
For the LLM conditions (role-playing LLM and non-role-playing
LLM) LLM messages were generated via OpenAI’s API using the
GPT-4 model. The system messages and prompts used to generate
the messages for the role-playing LLM and non-role-playing LLM
conditions are being withheld in the pre-print version of this work.
As previous research has found that party cues are persuasive (39),
we instruct our model to refrain from using overt party cues in all
conditions.

To generate the human expert messages, professional political
consultants were manually surveyed from U.S. political consulting
firms. Consultants were recruited only if they currently work or
have worked in political messaging strategy. The consultants were
given a prompt identical to the one used to generate the non-role-
playing LLM messages via GPT-4: Please try your best to write a
message of less than 200 words that can persuade a reader to agree
with the following idea: [issue stance]. We recruited consultants
until we reached three human expert messages per issue-stance
combination, for a total of 18 messages and 8 consultants. While
an exploratory survey revealed that most consultants only agree to
generate materials under the condition of anonymity, we report non-
identifiable data from the consultants including age (avg: 36), gender
(43% male, 57% female), and party affiliation (100% Democrat). For
all human and LLM-generated stimuli we used for each condition,
please consult our project repository.

Three messages were generated for each condition and for each
issue stance, resulting in 81 total messages (3 messages x 3 issues x
9 conditions).

Statistical Analysis Due to the nested nature of the data, linear
multilevel modeling was used to fit 24 linear mixed-effects models
with random effects to capture both within-subject and between-
subject variations in the outcome variable, post-treatment issue
support. For each of the four sub-research questions, one “FOR
Issue” model and one “AGAINST Issue” was fitted for aggregate
analysis, and three “FOR Issue” models and three “AGAINST
Issue” models were fitted for the issue-level analysis. The “FOR
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Issue” models contained the conditions in which participants were
exposed to messages in support of the political issues. Similarly, the
“AGAINST Issue” model contained the conditions where participants
were exposed to messages opposing the political issues. The results
of the pre-registered analysis are visualized in Fig. 2.

A binary variable “aligned” was created to capture whether
or not participant partisanship matched the partisanship of the
role-playing LLM. “Aligned” took a value of 1 when participant
partisanship and LLM partisanship were aligned and a value of 0
otherwise. A categorical variable “condition” was created to capture
whether the treatment condition was a “human”, “no-role-play”,
“aligned role-play”, or “misaligned role-play”.

RQ1(a) investigated the extent to which the alignment of par-
tisanship between role-playing LLMs and their audience enhances
persuasiveness. Eight linear mixed-effects models containing the
four LLM role-playing conditions were fitted. The two aggregate
models included the binary variable “aligned” and controlled for
participant party affiliation and the issue stance. The six issue-
level models included the binary variable “aligned” and controlled
for participant party affiliation. The coefficient on “aligned” was
the key quantity of interest and corresponded to the expected av-
erage attitude change for a participant in a partisanship-aligned
vs. partisanship-misaligned scenario. A negative coefficient in the
“AGAINST Issue” model or a positive coefficient in the “FOR Issue”
model was evidence of a partisanship (mis)alignment effect.

RQ1(b) investigated whether partisanship-aligned, role-playing
LLMs are more persuasive than non-role-playing LLMs. Eight linear
mixed-effects models containing all six LLM conditions were fitted.
The two aggregate models included the dummy-coded “condition”
variable with the “no-role-play” condition as the reference category
and controlled for participant party affiliation and the issue stance.
The six issue-level models included the condition dummy variable
with the “no-role-play” condition as the reference category and
controlled for participant party affiliation. The coefficient on the
“aligned role-play” condition dummy variable was the key quantity
of interest and corresponded to the expected average attitude change
for a participant in the “aligned role-play” condition vs. the “no-
role-play” condition. A negative coefficient in the “AGAINST
Issue” model or a positive coefficient in the “FOR Issue” model was
evidence of a partisanship (mis)alignment effect.

RQ2(a) investigated whether partisanship-aligned, role-playing
LLMs are more persuasive than human experts. RQ2(b) inves-
tigated whether non-role-playing LLMs are more persuasive than
human experts. The models for RQ2(a) (the coefficient on the
“aligned role-play” condition dummy was the key quantity of inter-
est) and RQ2(b) (the coefficient on the “no-role-play” condition
was the key quantity of interest) and their interpretation were iden-
tical to those from RQ1(b) but the “no-role-play” condition was
replaced with the “human” condition as the reference category.

For Fig. 1, eight linear mixed-effects models containing all
conditions were fit with the “control” condition as the reference
category. To facilitate a more intuitive comparison across conditions,
the outcome variable was adjusted to reflect the absolute value of the
estimated persuasive impact (calculated as the difference between
the reported post-treatment issue support and the average post-
treatment issue support for the issue and party group in the control
condition).
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